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Jets and outflows from young stars are an integral part of the star formation process. A
particular framework for explaining these phenomena is theX-wind theory. Since PPIV, we
have made good progress in modeling the jet phenomena and their associated fundamental
physical processes, in both deeply embedded Class I objectsand more revealed classical T
Tauri stars. In particular, we have improved the treatment of the atomic physics and chemistry
for modeling jet emission, including reaction rates and interaction cross-sections, as well as
ambipolar diffusion between ions and neutrals. We have broadened the original X-wind picture
to include the winds driven magnetocentrifugally from the innermost disk regions. We have
carried numerical simulations that follow the wind evolution from the launching surface to
large, observable distances. The interaction between the magnetocentrifugal wind and a realistic
ambient medium was also investigated. It allows us to generalize the shell model ofShu et al.
(1991) to unify the the jet-driven and wind-driven scenarios for molecular outflow production.
In addition, we review related theoretical works on jets andoutflows from young stars, and
make connection between theory and recent observations, particularly those from HST/STIS,
VLA and SMA.

1. INTRODUCTION

Jets and outflows have long been recognized as an im-
portant part of star formation. They are reviewed in both
PPIII and PPIV, and by several groups in this volume (Bally
et al., Arce et al., Pudritz et al., Ray et al.). Our emphasis
will be on the X-wind theory and related work, and connec-
tion to recent high resolution observations. Comparisons
with other efforts are made where appropriate.

Since PPIV, progress has been made in modeling both
the dynamics and radiative signatures of jets and winds.
There is increasing consensus that these outflows are driven
by rotating magnetic fields, although many details remain
unresolved. The old debate between disk winds (Königl
and Pudritz, 2000) and X-winds (Shu et al., 2000) is still
with us. Ultimately, observations must be used to distin-
guish these and other possibilities. Predicting the radiative
signatures of different dynamical models is a key step to-
ward this goal. This effort is reviewed in the first part of the
Chapter (Section 2 through Section 5).

The X-winds and disk winds are not mutually exclu-
sive. Both are driven magnetocentrifugally from open field
lines anchored on rapidly rotating circumstellar disks. Their
main distinction lies in where the field lines are anchored:
near the radius of magnetospherical truncation on the disk
– the X-point – for X-winds and over a wider range in disk

radii for disk winds. The different outflow launching con-
ditions envisioned in these scenarios cannot yet be probed
directly by observations. It is prudent to consider both pos-
sibilities. An effort in this direction is numerical simula-
tion of winds driven magnetocentrifugally from inner disk
regions over a range in disk radii that is adjustable. The re-
sults of this effort are summarized in the second part of the
Chapter (Section 6), which also includes a method for locat-
ing the footpoints of wind-launching magnetic field lines on
the disk based on measurements of rotation speed at large
distances (Section 7).

Regardless of where a magnetocentrifugal wind is
driven, as long as its launching region is much smaller than
the region of interest, its density structure asymptotes toa
characteristic distribution: nearly cylindrical stratification,
first shown byShu et al. (1995). An implication is that a
magnetocentrifugal wind naturally has dual characters: a
dense axial jet, surrounded by a wide-angle wind. This in-
trinsic structure provides a basis for unifying the jet-driven
and wind-driven scenarios of molecular outflows, which are
thought to be mainly the ambient material set into motion
by the primary wind. We devote the last part of the review
to recent theoretical and observational advances in this di-
rection (Section 8 and Section 9). Concluding remarks are
given in Section 10.
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2. THERMAL-CHEMICAL MODELING OF X-WINDS

Thermal-chemical modeling of the winds of young stel-
lar objects is an important step towards understanding their
dynamics and origins.Ruden, Glassgold, and Shu(1990;
hereafter RGS) was the first to investigate in detail the ther-
mal and ionization structure of a cold spherical wind.Safier
(1993a) implemented similar chemistry into a self-similar
disk-wind (a model generalizing the solution ofBlandford
and Payne, 1982).Shang et al.(2002, SGSL) extended and
improved upon previous chemical and physical processes of
RGS to establish a package of diagnostic tools based on the
X-wind. Concurrently,Garcia et al., (2001a,b) extended
the work ofSafier(1993a,b) by computing the thermal and
ionization structure of the self-similar disk-winds ofFer-
reira (1997). The advances in thermal-chemical modeling
since PPIV, particularly SGSL, are reviewed below.

2.1 Basic Formulation

Many processes are involved in determining the thermal
and ionization structure of jets. SGSL considered both pro-
cesses that take place locally in the wind, and external con-
tributions from mechanical disturbances and radiation on
top of the background smooth flow, including new ingre-
dients such as UV radiation and photo-ionization from the
accretion hot spots where the funnel flows strike the stel-
lar surfaces, and ionization and heating by X-rays from the
secondary electrons. We begin by describing the basic for-
mulation of the problem.

The temperatureT and electron fractionxe of a steady
flow are governed by the rate equations that balance heat-
ing and cooling and ionization production and destruction.
The ionization is primarily destroyed by radiative recom-
bination. Recombination and adiabatic cooling set the two
basic timescales in the flow. The former is long compared
to flow time and the latter is only tens of seconds near the
base. Adiabatic expansion cooling has been recognized as
a “severe constraint” on potential heat sources independent
of details of wind models (RGS). The balance of heating
and cooling due to adiabatic expansion provides a rough
estimate for the asymptotic temperature profile. In RGS,
ambipolar diffusion was the dominant heat source; while in
SGSL, other mechanical contributions play more important
roles (Section 2.4).

The hydrogen-based radiative and collisional processes
that take place locally in a fluid element form the back-
ground network of reactions. These are ionization by
Balmer continuum, H− detachment, and collisional ion-
ization; heating by ambipolar diffusion, Balmer photoion-
ization of H, H++H− neutralization, and H− photodetach-
ment; cooling by H− radiative attachment, recombination
of H+, Lyα, collisional ionization, and line cooling from
the heavy elements. The chemistry that form and dissociate
hydrogen molecules may enter the network if the wind is
predominantly molecular; however, bright optical jets can

be reasonably treated as atomic winds. Table 1 of SGSL
has a summary of processes mentioned above.

The rate coefficients of most atomic processes were im-
proved in SGSL. For example, the rate coefficient of the
reactionH− + H+ → H(1) + H(n) was revised in light of
newer measurements. Photo-rates involving photodetach-
ment of H− were computed with better approximations.
The electronic collisions and X-ray ionization affect the
level population of atomic hydrogen atn = 2. The pres-
ence of X-rays also causes an indirect contribution of heat-
ing, in addition to the direct heating by elastic collisionsof
H atoms at then = 2 level with X-rays. These enter when
detailed processes involving the levelsn = 1 and2, and the
continuum are considered.

2.2 Effects of X-Rays

The effects of X-rays on the disk surrounding a young
star have been reviewed inGlassgold et al.(2000, 2005b),
and the chapter byNajita at al. in PPV. Before reaching
the outer part of the disk, the X-rays may first intercept and
interact with a wind. SGSL considered the effects of X-rays
on an X-wind using an approach similar to that developed
for X-ray irradiated disks.

In an X-wind environment, a useful estimate for the X-
ray ionization rateζX at a distancer = Rx (the distance of
X-point to the star, effectively the base of the X-wind) from
a source of X-ray luminosityLX can be expressed as

ζX ≡
LXσpe(kTX)

4πR2
xkTX

= 1.13 × 10−8s−1

(

LX

1030ergs−1

)

(

kTX

keV

)−(p+1) (

1012cm

Rx

)2

,(1)

for a thermal spectrum of temperatureTX for the X-rays,
whereσpe is the energy-smoothed cosmic photoelectric ab-
sorption cross section per H nucleus. The ionization rate
ζ at a distancer from the X-ray source can be further ex-
pressed with respect to the rate at the X-point as

ζ ≈ ζX

(

Rx

r

)2 (

kTX

εion

)

Ip(τX, ξ0), (2)

whereεion is the energy to make an ion pair, and the func-
tion Ip(τX, ξ0) describes the attenuation of the X-rays in the
surrounding medium, which is a sensitive function of the X-
ray optical depthτX calculated from the low-energy cutoff
ξ0 expressed in temperature units (see alsoGlassgold et al.,
1997; SGSL).

X-rays are capable of lightly ionizing the innermost jet
proper and the base of the wind for typical X-ray luminosi-
ties observed in young stars throughChandra(e.g.,Feigel-
son et al., 2002, 2005, chapter in this volume) and earlier
satellite missionsASCAand ROSAT(e.g., Feigelson and
Montmerle, 1999). Together with UV photons from accre-
tion hot spots, they can quantitatively account for the ma-
jority of the ionization at the base of the flow. The recom-
bination time scale for an X-wind is long compared to the
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flow time for the bulk of the flow volume. Hence ionization
created locally (in a Lagrangian frame) could be preserved
and carried by the flow to large distances. Because of the
1/r2 drop-off in the ionization parameterζ (Eqn.[2]), and
the peculiar1/$2 profile of the density (where$ is hori-
zontal distance to the axis), the ionization rate is a slowlyat-
tenuated function in winds that are not very optically thick.
Within the X-wind framework, X-rays can effectively ion-
ize the inner jet throughout a hollow cone that is supported
by an axially opened stellar magnetic field. At an elevated
angle geometrically over the base of the X-wind, the ioniz-
ing X-rays would be less absorbed when the paths of rays
go through the diverging portion of the flow.

The effective ionizing power scales approximately as
LX/Ṁw since the ionization rate enters the rate equation
asζ/nH (wherenH is the volumetric density of hydrogen
nuclei), when no other competitive processes are present.
The ratioLX/Ṁw can be interpreted as theaverageeffi-
ciency for converting accretion power into X-rays at radius
Rx: LX/Ṁw = εXGM∗/fRx (Shu et al., 1997). The small
factor εX measures the efficiency of converting accretion
energy into X-rays, if the energetic events of X-ray produc-
tion are ultimately powered by accretion through the twisted
field lines between the star and the disk. For models where
X-rays are capable of maintaining ionization fractions of a
few to several percent at physical distances of interest to op-
tical forbidden lines, the level ofLX needed may go up to
1031−1033 erg/s. Although on the high end of the distribu-
tion of flare luminosity for typical Class I-II sources, sucha
level of X-ray luminosity has been seen in giant flares from
protostars (chapter byFeigelson et al.; e.g.,Tsuboi et al.,
2000;Grosso et al., 1997). For lower luminosity objects,
additional sources of ionization must be sought (see Sec-
tion 2.4 below).

2.3 Ambipolar Diffusion

RGS was the first to consider wind heating due to am-
bipolar diffusion carefully. The authors adopted a spher-
ically symmetric wind model, with profiles of density, ve-
locity and Lorentz forces chosen such that the neutrals were
accelerated to escape velocity by the ion-neutral drag. They
concluded that the ambipolar diffusion associated with the
magnetic acceleration was the dominant heating process,
and adiabatic expansion the dominant cooling process. The
wind plasma was lightly ionized (< 10−4) and cooled be-
low 100 K at a distance beyond104 times the stellar radius.
Such conditions were unfavorable for optical emission in
the predominantly atomic winds. Based on similar chem-
istry and atomic processes,Safier(1993a) found on the con-
trary that ambipolar diffusion was in fact capable of heating
a self-similar disk wind easily to104K, with an electron
fraction as high as∼ 0.1 − 1 at distances of∼ 102 − 103

AU from the central star. The discrepancy is not completely
resolved with an improved treatment of ambipolar diffusion
(see below).

There are some uncertainties in computing the heating

rate of ambipolar diffusion. The rate is given approximately
by (SGSL, eq.[4.1] and [4.2]):

ΓAD =
ρn|fL|

2

γρi(ρn + ρi)2
, fL =

1

4π
(∇× B) × B, (3)

whereρn andρi are the mass densities of the neutrals and
the ions, respectively, andfL the Lorentz force. When
ρi � ρn, equation (3) reduces to the usual one for low-
ionization situations, e.g., Eq. (27.19) ofShu(1992). It has
the important property that whenρn vanishes the heating
rateΓAD goes to zero.

The ion-neutral momentum transfer coefficient,γ, plays
the central role of determining the numerical values of
ambipolar diffusion heating in different regimes. SGSL
combined previous approximations byDraine (1980), and
adopted updated calculations and experiments on the colli-
sion of H+ ions with atomic and molecular hydrogen and
with helium. The exchange scattering in H+ + H collisions
from Krstić and Schultz(1998) was included as the sum of
contributions from power-laws from both the high- and low-
energy regimes. It agrees with Draine’s prescription (1980)
only for cold clouds.

Glassgold et al.(2005a) re-investigated the adopted
forms ofγ and numerical values in different energy regimes
through quantum mechanical calculations of H+ scattering
by H. They fit the coefficient down to very low energy
(10−10 ev), and did not find the traditional behavior of1/v
expected from a constant Langevin cross section. They
showed that the early fit ofDraine (1980) remains accurate
within 15%-25%, whereas the approximation adopted by
SGSL (their Eqn. [4.3]) is too big by a factor of 2. The
overestimate came from the assumption that the rate coef-
ficient tends to the Langevin rate at low velocities adopted
by astrophysicists (e.g.,Osterbrock, 1961). After dropping
the contribution from the assumed Langevin behavior, the
revised formula thatGlassgold et al. (2005a) suggested
SGSL should have adopted can be used to a good approxi-
mation (Eqn. [3.20] inGlassgold et al., 2005a).

SGSL concluded that ambipolar diffusion cannot heat
an X-wind in an extended volume up to the temperature
of ∼ 104 K and ionization fractionxe ∼ 0.01 or higher in-
ferred from forbidden optical lines. Even with a better wind
configuration and magnetic field geometry, their conclusion
on ambipolar diffusion agrees with the earlier RGS find-
ings. Adopting the revised value ofγ suggested byGlass-
gold et al.(2005a) does not change this conclusion.Garcia
et al. (2001a), on the other hand, reached the same con-
clusion asSafier(1993a) that ambipolar diffusion is able
to heat a self-similar disk wind to a temperature plateau
' 104K. However, they obtained a very different profile of
ionization fraction, a factor of 10 down from Safier (1993a).
The difference was attributed to the omission of thermal ve-
locity in the ion-neutral momentum-exchange rates adopted
by Safier(1993a), which overproduced the electron fraction
(Garcia et al., 2001a) while making no obvious change in
temperature. The systematic disagreement in the heating of
self-similar disk winds and non-heating of X-winds may be
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related to the difference in the the exact configurations of
the magnetic field throughout the wind, although detailed
comparative studies are needed to quantify this possibility
(Garcia et al., 2001a;Glassgold et al., 2005a).

2.4 Mechanical Heating and Ionization

To mimic the effects of time-variabilities often seen in
knotty jets, we adopt here a phenomenological expression
for the volumetric rate of mechanical heating (Eqn. [5-2] of
SGSL):

Γmech = α ρ
v3

s
. (4)

whereρ andv are the local gas density and flow velocity in
an inertial frame at rest with respect to the central star, and
s is the distance that the fluid element has traveled along
a streamline in the flow. Theglobal coefficientα ≥ 0
phenomenologically characterizes theaveragemagnitude
of disturbances, possibly magnetic in origins. A choice of
α � 1 indicates that only a small fraction of the mechanical
energy contained in the shock waves and turbulent cascades
is dissipated into heat when integrated over the flow vol-
umes of interest at the characteristic distances. Small val-
ues ofα are self-consistent for a cold flow. In the regime of
weak disturbances, the variabilities can be treated as small
perturbations on top of a more steady background flow.

An averaged estimate ofα is simply adopted for model-
ing purposes. In real systems, the local efficiency of dissipa-
tion may determine anα for each fluid element. For strong
disturbances,α should be very localized in nature. This
approach is partly motivated by the knotty appearance of
jets, which indicates time-variabilities in the systems. For
example, anα ≈ 0.002 adopted in SGSL for a slightly re-
vealed source suggests a variation in velocity of less than
5%. Given a typical jet velocity of 300 km/s, this implies
a weak shock of 15 km/s decaying over the jet length∼ s.
The thermal profiles generated by all the physical processes
included are consistent with the underlying dynamical prop-
erties, stellar parameters, chemistry, heating and ionizing
sources in the framework of star-disk interacting systems.

The shock waves represented in equation (4) can also
produce UV radiation in the Balmer and Lyman continua
that ionize as well as heat the gas. In the same spirit, we can
express a phenomenological ionization rate per unit volume
(Shang et al., 2004; hereafter SLGS):

Pe = βnHv/s, (5)

where β is the shock-ionization parameter. If the local
medium is optically thin to UV radiation, the simplest way
to ionize locally is to convert mechanical input into UV
photons. This perhaps can help explain some local increase
in ionization fraction, in addition to collisional ionization.

3. FORBIDDEN EMISSION LINES

Thermal-chemical modeling helps to bring theoretical
wind models to confront observations. Predictions of the

images, position-velocity diagrams, and diagnostic line ra-
tios (Section 3.1 and Section 3.2) are most useful to in-
fer emission properties from comparison with observations
of bright jets of young stars. For young active Class I-
II sources, red forbidden lines [SII], [OI], and [NII] are
most commonly observed. The modeling of their proper-
ties based on physical conditions arising in the X-wind is
described here.

The ionizations created by X-rays and UV photons and
temperature raised by mechanical heating set the overall ex-
citation profiles of X-winds. The general pattern of ioniza-
tion along the length of jets produced in SGSL resembles a
trend seen in optical jets from high resolution observations
(e.g.,Bacciotti and Eisl̈offel, 1999, hereafter BE;Bacciotti,
2002): the electron fraction first rises, then decays along the
length of jets following roughly the behavior determined by
recombination. The highest values of ionization fraction
inferred from the bases of jets are close to∼ 30-60% (e.g.,
Lavalley-Fouquet et al., 2000; Bacciotti, 2002). Overall,
the ranges obtained from model calculations are within the
observational findings of 1-60% throughout the lengths of
jets (e.g.,Ray and Bacciotti, 2003). To excite optical for-
bidden lines to the observed level of fluxes and spatial ex-
tents, enough emitting volume (and area) of gas needs to be
heated to temperature of& 8, 000−10, 000 K. This poses a
constraint for the minimal average value of the parameterα
for specific X-wind parameters. (For a review on the units
of scaling adopted within X-wind models, readers can refer
to Shu et al., 2000)

Synthetic images best deliver the direct visual effects of
emission predicted from models. The local excitation con-
dition expressed in the electron fractionxe and tempera-
tureT and cylindrically stratified density distribution of the
wind determines the radiative properties that characterize
the source. Fig. 1(a) shows the distributions of electron
fractional abundancexe and temperatureT in a represen-
tative X-wind solution calculated in SGSL for an active re-
vealed source. Fig. 1(b) shows the synthetic images made
in [SII] and [OI] lines. Note that the emission fans out near
the base of the jet, giving an impression of a conic opening
near the base. The appearance differs substantially from
that of isodensity contours, which is strictly cylindricalin
the model (Figs. 1 and 2 inShang et al., 1998). This ex-
ample illustrates the importance of computing the excita-
tion conditions self-consistently. They play a crucial role
in determining how a jet is perceived. The main effect of
heating is to change the excitation conditions of the back-
ground flow, which could be roughly modeled by steady-
state solutions. The synthetic images of X-winds obtained
with detailed treatment of excitation conditions strengthen
the notion, put forth originally inShu et al. (1995), that
observed jets are merely “optical illusion”.

3.1 Optical Diagnostics

Bright optical emission lines are the best candidates
to diagnose conditions arising in real jets and wind mod-
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Fig. 1.— (a),Left: Temperature (upper) and ionization (lower) contours in the$−z plane calculated in SGSL for a fiducial
case characterizing an active but revealed source. The massloss rate adopted is3 × 10−8M�/yr, andLX/Ṁw = 2× 1013

erg/g for a X-ray luminosityLX = 4× 1031 erg/s. The parameterα is 0.002 with no inclusion ofβ in the case shown. The
units for the spatial scales are AU. (b) Synthetic images of the [SII]λ6731 (left) and [OI]λ6300 (right) brightness for the
same model as in (a) adapting the methods ofShang et al.(1998). The log10 of integrated intensity is plotted in units of
erg s−1 cm−2 ster−1.
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els. Important constraints can be extracted from the rel-
ative strengths of the optical forbidden lines, with knowl-
edge of their individual atomic structures, and physical pro-
cesses of excitation and de-excitation. BE developed a
semi-experimental approach that has been widely applied
to available HST and Adaptive Optics data. The so-called
BE technique is based on some simple assumptions. The jet
emitting region is optically thin. The electron fractionxe is
determined solely by charge exchange with N and O. Col-
lisional ionization and photo-ionization (via shocks) do not
contribute until shock velocity exceeds 100 km/s. Sulfur is
singly ionized because of its low first ionization potential.
The ratio of [SII] doubletsλ6717 andλ6731 can be used
as a density indicator ofne up to2 × 104 cm−3, if the two
sulfur doublets are treated as a two-level system. The ra-
tio of [OI](λ6300 + λ6363) and [NII](λ6548 + λ6583) and
that of [SII](λ6717 + λ6731) and [OI] (λ6300 + λ6363)
are tracers of the electron fractionxe and temperatureTe,
respectively. The background abundances of each of the
atomic species are assumed to be solar: N/H=1.1 × 10−4,
O/H=6.0 × 10−4, and S/H=1.6 × 10−5. There was no
implicit assumption made for the excitation mechanisms,
although some uncertainties exist in the atomic and ionic
physics used in BE. Applying BE to bright jet sources typ-
ically yields0.01 < xe < 0.6, and7000 < Te < 2 × 104

(see the chapter byRay et al.for more detailed discussions).
The total hydrogen nucleinH is derived using the upper
limit of ne = 2 × 104 cm−3 for the sulfur doublets and
the inferred electron fractionxe (Bacciotti, 2002). Similar
analyses extended to IR or semi-permitted UV lines from
the same or different species, could provide independent
checks on the derived parameters (ne, xe, Te, nH) and the
mass loss rates.

Cross-correlation of different lines can reveal interest-
ing trends in the underlying physical conditions of jets.
Dougados et al.(2000, 2002) used diagrams of relative line
strengths to infer physical conditions in strong micro-jets
DG Tau and RW Aur (e.g., Fig. 4 ofDougados et al., 2002).
They found that the line ratio [NII]/[OI] increases withxe,
[SII]/[OI] decreases with increasing electron temperature
and electron density forne ≥ ncr, the critical density. The
observational data were compared with the predictions of
a few models. Planar shocks (Hartigan et al., 1994) trace
a family of curves in the [SII](λ6717/λ6731)-[SII]/[OI] di-
agram. Shock curves for different pre-shock densities are
distinctly separated out on the [NII]/[OI]-[SII]/[OI] dia-
gram. Curves from viscous mixing layers with neutral
boundaries (Binette et al., 1999) and a version of the cold
disk-wind model heated by ambipolar diffusion (Garcia et
al., 2001a,b) follow trajectories on the diagrams that are dis-
tinct from those of shock models. On the same diagrams,
Herbig-Haro objects obtained by ground-based telescopes
(Raga et al., 1996) follow closely shock curves of pre-shock
density102 − 103 cm−3

Line ratio diagrams have been used to constrain the X-
wind model. SGSL constructed a line ratio diagram of
[SII]λ6716/[SII]λ6731 and [SII]λ6731/[OI]λ6300 for an

X-wind jet of mass loss rate3 × 10−8M�/yr, using model
data points from the images shown in Fig. (1b). Observa-
tional data for the HH objects studied inRaga et al.(1996),
and DG Tau (from Fig. 3 ofLavalley-Fouquet et al., 2000)
are plotted on the same diagram for comparison. AO data
for RW Aur (Dougados et al., 2002) would also be located
within the coverage of the model points. The model points
encompass most of the observational data. With only a few
sources, which are known to be strong shock excited objects
(in knots or bow shocks), lying outside of the loci traced
by the shape of potential curves, the distribution of physi-
cal and excitation conditions reached in an X-wind jet for a
slightly revealed source indeed captures the average condi-
tions inferred from optical jets.

From the comparison of theoretical and observational
data, SGSL concluded that the treatment of weak shocks on
top of a steady-state background flow appears to recover the
excitation conditions inferred from a large set of optical jets
and HH objects. The dynamical properties in fact remain
close to the cold steady state solution of the underlying X-
wind model. The wide range in shock conditions inferred
in the jets may not be a coincidence. Most optical emission,
excited by a network of weak shocks, may be the tell-tale
traces of vastly varying density structures that cannot be ob-
servationally resolved with the current instrumentation,but
whose presence can be inferred from detailed modeling.

3.2 Infrared Diagnostics

Compared to optical emission, the near-IR lines have
the obvious advantage of being less affected by extinction
(Reipurth et al., 2000). However, their radiative properties
have not been theoretically explored as thoroughly. Strong
near-IR lines of the abundant ion [FeII] are frequently as-
sociated with Class I sources or revealed T-Tauri sources
of relatively high mass accretion rates (Davis et al., 2003).
Sources showing strong [FeII] and optical forbidden lines
such as L1551-IRS5 (Pyo et al., 2002, 2005a) and DG Tau
(Pyo et al., 2003) have been well studied observationally
at both wavelengths. RW Aur and HL Tau have recently
been studied by the Subaru telescope with spectroscopy and
adaptive optics (Pyo et al., 2005b), adding to the list of
sources available for multi-line modeling.

The [FeII] ion has hundreds of fine structure levels.
The large number of possible transitions between the levels
makes the calculation of level populations a daunting task.
Most atomic data and radiative coefficients of [FeII] were
not available until after the mid-90’s.Zhang and Pradhan
(1995) included 142 fine-structure levels for transitions in
IR, optical, and UV, and 10011 transitions were calculated.
Hartigan et al.(2004) included 159 energy levels and 1488
transitions for coverage of wavelengths longer than 8000Å.
For the purpose of modeling only cooler regions of jets and
[FeII] in the near-IR, a simplified non-LTE model for the
lowest 16 levels under the optically thin assumption may
provide a reasonable approximation, as shown inPesenti et
al. (2003). The level populations are computed under sta-

6



tistical equilibrium with electron collisional excitation and
spontaneous radiative emission processes. The lowest lev-
els of the [FeII] ion may remain collisionally dominated as
suggested byVerner et al. (2000) as in the case of Orion
Nebula. For the brightest lines whose ratios are to be taken,
results fromPesenti et al.(2003) andPradhan and Zhang
(1993) agree well forne ranging from 10 to108 cm−3 and
temperature from 3000 to2 × 104K.

Critical densities derived from the forbidden lines are of-
ten used to infer densities from which the radiation origi-
nates. The [FeII] near-IR lines have critical densities in the
range of∼ 104 − 105 cm−3 for temperature up to104 K
(Table 1 inPesenti et al., 2003), sitting between the critical
densities of [SII] (∼ 103 cm−3 from 16 levels) and [OI] (∼
106 cm−3). The ratio of the two brightest lines, [FeII]1.644
µm and 1.533µm can be a diagnostic forne in the range
∼ 102 − 105 cm−3. This may be combined with bright
transitions in the red (0.8617 and 0.8892µm) to derive an
estimate on temperature (Nisini et al., 2002a).Pesenti et al.
(2003) proposed a line-ratio diagram based on the corre-
lation between 1.644µm/1.533µm and 0.8617µm/1.257µm
(Fig. 3 inPesenti et al., 2003).Nisini et al. (2005) adopted
1.644µm/1.533µm and 1.644µm/0.862µm as their diagnos-
tic diagram (Fig. 6 inNisini et al., 2005). (Note: the no-
tation of lines in this section Section 3.2 is changed from
the optical diagnostics in Section 3.1 to follow the standard
practice of the infrared diagnostics for easier identification
with literature.)

Multiline analysis across accessible wavelengths, in-
cluding the optical forbidden lines, of [FeII], [OI], [SII],
[NII], and even H2 lines together, may sample the param-
eters space more completely than individual bands. Such
analysis provides a check on diagnostic tools derived from
individual wavebands. It also serves as a more reliable ap-
proach to infer the physical conditions from emission lines
of jets. Nisini et al. (2005) was the first to demonstrate
such an approach through spectra collected for HH1. Using
line ratios from [SII], near-IR and optical [FeII], and [CaII],
they found evidence for density stratification. The derived
temperature also varied from 8000–11000 K using [FeII] to
11000-20000K using [OI] and [NII]. This result suggests
that different lines originate from distinct regions (Nisini et
al, 2005). The results may be a reflection of the fact that
different diagnostics are sensitive to different physicalcon-
ditions. The electron densities derived are higher than the
values obtained by applying the BE technique, while the
temperature follows an opposite trend. The combined ap-
proach has been applied to only a few cases to date. It may
become increasingly more useful as more IR observations
are become available, particularly from VLTI/AMBER.

4. RADIO CONTINUUM

Radio jets are elongated, jet-like structures seen on sub-
arcsecond scales near stars of low and intermediate masses

(e.g.,Evans et al., 1987;Anglada, 1996). They show good
alignment with large-scale optical jets and outflows, usu-
ally identifiable with the youngest deeply embedded stel-
lar objects, and have partial association with optical jetsor
Herbig-Haro objects. In a few YSO sources such as L1551-
IRS5, DG Tau B, and HL Tau, the optical jets trace material
on scales of several hundred AU and larger, while small ra-
dio jets from ionized material are only present very close
to the (projected) bases of the optical jets (Rodŕıguez et al.,
1998;Rodŕıguez et al., 2003). The emission from low-mass
radio jet sources is weak, typically at few mJy level.

The production of mJy radio emission has long been a
problem for the theory of jets and winds in low-mass YSOs
(Anglada, 1996). Previous workers agreed that stellar radi-
ation produced too little ionization to account for the obser-
vations (e.g.,Rodŕıguez et al., 1989).Rodŕıguez and Cantó
(1983) andTorrelles et al. (1985) pointed out that ther-
malization of a small fraction of kinetic energy of a neutral
flow might provide the ionization rates inferred from early
radio observations. The role of shock-produced UV radi-
ation has also been investigated (e.g.,Hartmann and Ray-
mond, 1984; Curiel et al., 1987; Ghavamian and Harti-
gan, 1998). Ghavamian and Hartigan(1998) investigated
free-free emission from postshock regions that are optically
thick at radio frequencies. They computed radio spectra un-
der a variety of shock conditions (103 < n < 109 cm−3

and30 < V < 300 km/s). Gonźalez and Cant́o (2002)
obtained thermal radio emission at the mJy level by model-
ing periodically-driven internal shocks in a spherical wind.
The radio free-free emission comes from the working sur-
faces produced by time-varying ejections. In this model,
the emission is variable and optical thickness changes with
time. At times, emission may completely disappear. SLGS
applied the thermal-chemical model of SGSL to radio jets,
with wind parameters suitable for Class I sources. They
concluded that UV radiation from the same shocks that heat
the X-wind may play a role in the ionization structure of ra-
dio jets.

Compared with optical and IR emission, the radio emis-
sion suffers the least from dust extinction. This makes the
radio free-free emission a powerful diagnostic tool for prob-
ing close to sources that are under active accretion (e.g.,
Reipurth et al., 2002, 2004;Torrelles et al., 2003). The
archetype L1551-IRS5 is by far the best studied example.
It shows jets in both forbidden lines and radio continua.
Rodŕıguez et al. (2003) obtained VLA observations with
an angular resolution of 0.′′1 (14 AU), and found two ra-
dio jets from the now-identified binary (e.g.,Rodŕıguez et
al., 1998) at the origins of the larger scale jets observed
in both optical and NIR wavelengths (Fridlund and Liseau,
1998;Itoh et al., 2000). For comparison with the best avail-
able observation, SLGS made an intensity map at 3.6 cm
based on a profile like Fig. 1 for an X-wind jet of mass loss
rate1 × 10−6M�/yr, similar to that inferred from HI mea-
surements of neutral winds (Giovanardi et al., 2000). The
elongated contours show clearly the collimation due to the
cylindrically stratified density profiles of electrons which
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the free-free emission is sensitive of. The apparent colli-
mation can be traced down to below 10 AU level, beyond
which radio observations become unresolved. Contour-by-
contour comparisons are possible when the theoretical in-
tensity maps are convolved with the real beams to pro-
duce synthetic radio images. Direct comparison with ob-
served radio maps, such as the ones shown in Figure 1 of
Rodŕıguez et al.(2003), can yield important constraints on
detailed physical processes such as heating and ionization.
To produce radio emission at the mJy level through ther-
mal bremsstrahlung, enough mass loss rate is needed. A
lightly ionized jet in a light wind would produce a radio
emission that is well below the sensitivity of current tele-
scopes and too small to be resolved even with interferomet-
ric arrays. The preferential detection of radio jets at mJy
level and sub-arcsec scales may be an observational selec-
tion effect. Radio continuum observations, particularly at
the highest possible resolution, can probe the jet structure
near the base in a way that complements the optical and
near IR observations.

The fluxes of radio jets are characterized by a small non-
negative spectral index,Sν ∝ νp andp ≥ −0.1, consis-
tent with a thermal origin in ionized winds. The classic
example of an unresolved, constant-velocity, fully-ionized,
isothermal, spherical wind hasp = 0.6. Reynolds(1986)
showed thatp < 0.6 occurs for an unresolved, partially
opaque flow whose cross section grows more slowly than
its length. The index can vary fromp = 2 for totally opaque
emission top = −0.1 for totally transparent emission. Ob-
servers have usually interpreted radio data with Reynolds’
model, obtaining the spectral index from total flux measure-
ments at several wavelengths (e.g.,Rodŕıguez, 1998). A
more detailed analysis is now possible employing the ap-
proaches developed in Section 2. A relation ofSν -ν per-
formed on X-wind models with self-consistent heating and
ionization can best illustrate the behavior at various mass
loss rates. For mass loss rates lower than3×10−7M�yr−1,
Sν ∝ ν−0.1, indicating transparent emission. The spectra
turn over around 8.3 GHz as the mass loss rate increases to
Ṁw ≈ 3 × 10−7M�yr−1, suggesting at this mass loss rate
emission from optically thick region starts to appear. For
mass loss rates higher than the “cross-over” mass rateṀw,
the index is approximately 0.3–which is very close to what
has been inferred for L1551. The value also matches that
predicted for a collimating partially optically-thin windthat
is lightly ionized.

5. EMISSION FROM INNER DISK WINDS

On general energetic grounds, the fast-moving jets and
winds observed in YSOs, if driven magnetocentrifugally,
are expected to come from a disk region close to the cen-
tral object. X-winds automatically satisfy this requirement.
For disk-winds to reach a typical speed of a few hundred
km/s, they would most likely be launched from the inner

disk region, perhaps close to the disk truncation or corota-
tion radii. The dynamics of inner disk-driven winds will be
reviewed in the Section 5 (see also the chapter byPudritz et
al.). Here, we concentrate on the effort in modeling emis-
sion from inner disk-winds, which parallels that described
above for X-winds.

To date, emission modeling of disk winds has been
carried out using self-similar solutions.Garcia et al.
(2001a,b), for example, adopted a self-similar solution from
Ferreira (1997). They concluded that ambipolar-diffusion
heating was able to create awarm temperature plateau of
104 K as in Safier (1993a). However, the electron frac-
tion was an order of magnitude below the typical ranges
inferred from observations (Garcia et al., 2001a;Dougados
et al., 2003). Even for a relatively large wind mass loss
rate of 10−6M�/yr, the average densities are lower than
the inferred values of105 to ≥ 106 cm−3 by one order of
magnitude at projected distances≤ 100 AU as in the micro-
jets (Dougados et al., 2004). Overall, these so-calledcold
disk wind models were unable to reproduce integrated line
fluxes in a large sample of classical T-Tauri stars unless a
large amount of additional mechanical heating is included.
That heating may produce, however, too high an ioniza-
tion fraction to be consistent with observations (O’Brien et
al., 2003;Dougados et al., 2004). A mechanism is needed
to heat the wind efficiently without overproducing ioniza-
tion. A clue for such a mechanism may come from the line
ratios. In the inner regions of the DG Tau and RW Aur
micro-jets, curves of moderate shock velocities produced
by planar shock models seem to fit the excitation condition
best (Lavalley-Fouquet et al., 2000;Dougados et al., 2002).
This leads to a conclusion similar to that of SGSL (see Sec-
tion 2.4): mild internal shocks due to time variability in the
ejection process may play a role in generating the required
gently varying excitation conditions.

Driven from a range of disk radii, a disk wind is ex-
pected to have a range of flow speeds. The variation in
speed may account for the coexistence of a high-velocity
component (HVC) and low-velocity component (LVC) ob-
served in many sources (Cabrit et al., 1999;Garcia et al.,
2001b). In particular, the self-similar disk wind model ap-
pears capable of producing the two emission peaks in the
position-velocity diagrams (PV) of DG Tau and L1551-IRS.
The spatial extents of the LVC emissions exceed, however,
the model prediction (e.g.,Pesenti et al., 2003;Pyo et al.,
2002, 2003, 2005a). The LVC may have a more compli-
cated origin. The observed kinematics were best fit with
self-similar solutions in which mass-loaded streamlines are
coming out from disk radii of 0.07–1 AU (Garcia et al.,
2001b); these are inner disk winds. For the HVC, the over-
all observed velocity widths seem to be narrower than the
model predictions. Some disk-wind models show deceler-
ation of the HVC (due to refocusing of streamlines) that
is rarely observed (Pesenti et al., 2003; Dougados et al.,
2004). It would be interesting to see whether these discrep-
ancies can be removed when the self-similarity assumption
is relaxed.
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The X-wind is an intrinsically HVC-dominated wind
with a strongly density-collimated jet. The velocity profile
extends smoothly to the lower velocity range without ap-
parently distinct peaks of emission in a steady-state model.
The detailed shapes and locations of the emission peaks
may be further affected by local excitation conditions in-
side the winds. The general features of the HVC can be
modeled in a steady-state X-wind. Some well observed
sources such as RW Aur and HL Tau, have a predominant
HVC (e.g.,Bacciotti et al., 1996;Pyo et al., 2005b). Their
observed position-velocity diagrams and images in various
lines closely resemble model predictions (Figs. 2 and 3 in
Shang et al., 1998; Fig. 4 in SGSL). The much weaker LVC
may come from the slight extension into the lower velocities
due to the natural broadening in the x-region in real systems
(Shu et al., 1994), or may originate in a weaker (and slower)
disk wind. The much broader, stronger and extended LVC
emissions from L1551 and DG Tau may come from a sep-
arate strong disk-wind surrounding the faster X-wind jet.
Possible interaction between a disk-wind and X-wind is a
topic that deserves future attention.

We note that the X-wind is an integral part of the disk-
magnetosphere interaction, which also includes funnel
flows onto the stellar surface. Possible connections be-
tween the disk-winds and funnel flows, if any, remain to be
elucidated.

6. INNER DISK WINDS: SIMULATIONS

Since PPIV, MHD wind launching and early propaga-
tion has risen to the main focus of a number of numerical
simulations. These simulations generally fall into two cate-
gories, depending on how the disk is treated. Some workers
include the disk as part of the wind simulation (e.g.,Ku-
doh et al., 2003; von Rekowski and Brandenburg, 2004),
an approach pioneered byUchida and Shibata(1985). The
disk-wind system generally evolves quickly, and the long-
term outcome of the simulation is uncertain, at least in
the ideal MHD limit. In the presence of magnetic dif-
fusion, steady state solutions can be obtained numerically
(Casse and Keppens, 2002). These solutions extended the
semi-analytic self-similar disk-wind solutions (Wardle and
Königl, 1993;Li, 1995;Ferreira and Casse, 2004) into the
non-self-similar regime. Other workers have chosen to fo-
cus on the wind properties exclusively, treating the disk asa
boundary (Krasnopolsky et al., 1999, 2003;Bogovalov and
Tsinganos, 1999;Fendt andČemeljíc, 2002;Anderson et
al., 2005a), following the original formulation ofKoldoba
et al. (1995) andOuyed and Pudritz(1997). This ap-
proach enables the determination of wind properties from
the launching surface to large, observable distances.

The simulation setup ofKrasnopolsky et al.(2003) is
closest to that envisioned in the X-wind theory. The wind
is assumed to be launched magnetocentrifugally from a
Keplerian disk extending from an inner radiusRi to an

outer radiusRo. As the axis is approached, the magnetic
field lines are forced to become more and more vertical by
symmetry and less and less capable of magnetocentrifugal
wind-launching. Thus, a fast, light outflow is injected from
the disk surface insideRi, which may represent either the
(coronal) stellar wind or the magnetosphere of the star en-
visioned in the X-wind theory. Two representative wind so-
lutions, both withRi = 0.1 AU and Ro = 1.0 AU, are
shown in Fig. 3, after a steady state has been reached. Note
that the isodensity contours become nearly parallel to the
axis in the polar region at large distances. The wind solu-
tion in the lower panels of Fig. 3 has a mass loading that
is more concentrated near the inner edge of the Keplerian
disk. It resembles the X-wind solution shown in Fig. 1 of
Shang et al.(1998). This cylindrical density stratification
is in agreement with the asymptotic analysis ofShu et al.
(1995; see alsoMatzner and McKee, 1999), which predicts
that the dense, axial “jet” is always surrounded by a more
tenuous, wide-angle component.

Anderson et al.(2005a) carried out a parameter study of
the large-scale structure of axisymmetric magnetocentrifu-
gal winds launched from inner disks, focusing on the effects
of mass loading. They found that, despite different degrees
of flow collimation, the terminal speed and magnetic level
arm scale with the amount of mass loading roughly as pre-
dicted analytically for a radial wind (Spruit, 1996). As the
mass loading increases, the wind of a given magnetic field
distribution changes from a “light” regime, where the field
lines remain relatively untwisted up to the Alfvén surface,
to a “heavy” regime, where the field is toroidally domi-
nated from large distances all the way to the launching sur-
face. The existence of such heavily loaded winds has im-
plications for mass loss from magnetized accretion disks.
Whether they are stable in 3D is an open question.

It has been argued that magnetocentrifugal winds may
be intrinsically unstable, at least outside the Alfvén surface,
where the magnetic field is toroidally dominated (Eichler,
1993). Lucek and Bell(1996) studied the 3D stability of
a (non-rotating) jet accelerated and pinched by a purely
toroidal magnetic field. They found that the m=1 (kink)
instability can grow to the point of causing the tip of the
jet to fold back upon itself. Their mechanism of jet for-
mation is, however, quite different from the magnetocen-
trifugal mechanism.Ouyed et al. (2003) carried out 3D
simulations of cold jets launched magnetically along ini-
tially vertical field lines from a Keplerian disk. They found
that the jets become unstable beyond the Alfvén surface,
but the instability is prevented from disrupting the jet by a
self-regulatory process that keeps the Alfvén Mach num-
ber close to unity. Anderson et al. (2005b) adopted as
their base models steady axisymmetric winds driven mag-
netocentrifugally along open field lines inclined more than
30◦ away from the rotation axis. They increased the mass
loading on one half of the launching surface by a factor of
101/2 and decreased that on the other half by the same fac-
tor. The strongly perturbed winds settle into a new, non-
axisymmetric steady state. There is no evidence for the
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Fig. 3.— Streamlines (light solid) and isodensity contours
(heavy solid lines and shades) of two representative steady
wind solutions on the10 AU (left panels) and102 AU
(right) scale. The dashed line is the fast magnetosonic sur-
face, and the arrows for poloidal velocity vectors. The wind
solution in the lower panels appears better collimated in
density. It has a mass loading that is more concentrated
near the inner edge of the Keplerian disk.

growth of any instability, even in cases where the mag-
netic field is toroidally dominated all the way to the launch-
ing surface. One possibility is that their magnetocentrifu-
gal winds are stabilized by the strong axial magnetic field
enclosed by the wind, as envisioned inShu et al. (1995),
although this possibility remains to be firmly established.
More discussion of outflow simulations is given in the chap-
ter byPudritz et al..

7. SIGNATURE OF WIND ROTATION

In the ballistic wind region well outside the fast mag-
netosonic surface, an approximate relation exists between
the poloidal velocity component in the meridian planevp,∞

and toroidal componentvφ,∞ at a given location (of dis-
tance$∞ from the axis) and the angular speedΩ0 at the
foot point of the magnetic field line passing through that
location by (Anderson et al., 2003)

Ω0 =
v2

p,∞/2

vφ,∞$∞

. (6)

This relation follows from the fact that both the energy
and angular momentum in the wind are extracted by the
same agent, the magnetic field, from the underlying disk.
The angular momentum is extracted by a magnetic torque,
which brakes the disk rotation. The energy extracted is sim-
ply the work done by the rotating disk against the braking
torque (Spruit, 1996). To extract more energy out by a given
torque, the field lines must rotate faster, which in turn means
that they must be anchored closer to the star. At large dis-
tances well outside the fast surface, most of the magnetic
energy is converted into the kinetic energy of the wind, and
most of the angular momentum extracted magnetically will
also be carried by fluid rotation. Therefore, the fluid en-
ergy and angular momentum at large distances are related
through the angular speed at the foot point. Note that all
quantities on the right hand side of equation (6) are in prin-
ciple measurable.

From these measurements, one can deduce the rotation
rate at the foot point, and thus the wind launching radius
approximately from

$0 = 0.7
( $∞

10 AU

)2/3 ( vφ,∞

10 kms−1

)2/3

( vp,∞

100 kms−1

)−4/3
(

M∗

1 M�

)1/3

AU, (7)

provided that the stellar massM∗ is known independently.
The above technique for locating wind-launching re-

gion was applied to the low velocity component of the
DG Tau wind, for which detailed velocity field is available
from HST/STIS observations (Bacciotti et al., 2000, 2002).
These observations allow one to derive not only the line of
sight (radial) velocity component but also the rotational ve-
locity. Since the inclination of the flow axis is known for
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this source, one can make corrections for the projection ef-
fects to obtain the true poloidal and toroidal velocities. The
result is shown in Fig. 4. The straight lines connect an ob-
serving location where data are available and the location
on the disk where we infer the flow in that region originates.
One can think of these lines loosely as “streamlines”.

The LVC of the DG Tau wind appears to be launched
from a region on the disk extending from∼ 0.3 to 4 AU
from the central star (the exact range depends somewhat on
the distribution of emissivity inside the jet; seePesenti et
al., 2004). That is, the spatially extended, relatively low
velocity flow appears to be a disk wind, as has been sus-
pected for some time (Kwan and Tademaru, 1988).Ander-
son et al.(2003) have also estimated the so-called “Alfvén
radius” along each streamline, which is simply the square
root of the specific angular momentum divided by the ro-
tation rate$A = (vφ,∞$∞/Ω0)

1/2. It turns out that the
Alfvén radius is a factor of 2-3 times the foot point radius
(the Alfvén points are indicated by the filled triangles in the
figure). This implies that the mass loss rate in the wind is
about 10–25% of the mass accretion rate through the disk,
if the disk angular momentum removal is dominated by the
magnetocentrifugal wind.

There is a high velocity component of more than 200 km
s−1 in the DG Tau system. It is not spatially resolved in the
lateral direction, and is likely originated within 0.3 AU of
the star. It could be an X-wind confined by the disk wind.
One can in principle use the same technique to infer where
the high velocity component originates if its emission can
be spatially resolved. This may be achieved through optical
interferometers in the future. A potential difficulty is that
the highly collimated HVC may be surrounded (and even
confined) by an outer outflow (perhaps the LVC), which
could mask its rotation signature along the line of sight.
The projection effect can create a false impression that the
toroidal velocity in a rotating wind increases with the dis-
tance from the axis (Pesenti et al., 2004). Also, both the
LVC and HVC could be intrinsically asymmetric with re-
spect to the axis, which could create velocity gradients that
mimic rotation. This possibility is strengthened by the ob-
servation that the disk in RW Aur appears to rotate in the
opposite sense to the purported rotation measured in the
wind (Cabrit et al., 2005; see also chapter byRay et al.).
The apparent rotation signatures should be interpreted with
caution (for more discussion, seeRay et al.).

8. DENSE CORE ENVIRONMENT

As a wind driven from close to the central stellar ob-
ject propagates outward, it interacts with the dense core
material that is yet to be accreted. To model the interac-
tion properly, one needs to determine the core structure,
which depends on how the cores are formed. One school
of thought is that the cores are produced by shocks in su-
personically turbulent clouds (e.g.,Mac Low and Klessen,

2004). Although a small fraction of such cores can have
subsonic infall motions, the majority expand transonically
or even supersonically. The rapid contraction may be dif-
ficult to reconcile with the observational results that onlya
fraction of dense cores show clear evidence for infall and
the contraction speeds inferred for the best infall candidates
are typically half the sound speed (Myers, 1999). Subsonic
contraction, on the other hand, is the hallmark of the stan-
dard scenario of core formation in magnetically subcriti-
cal clouds through ambipolar diffusion (Nakano, 1984;Shu
et al., 1987; Mouschovias and Ciolek, 1999). Predomi-
nantly quiescent cores are formed in subcritical clouds even
in the presence of strong turbulence (Nakamura and Li,
2005). The magnetically-regulated core formation is con-
sistent with Zeeman measurements and molecular line ob-
servations of L1544 (Ciolek and Basu, 2000), arguably the
best observed starless core (Tafalla et al., 1998).

Dynamically important magnetic fields introduce anisotropy
to the mass distribution of the core. This anisotropy is il-
lustrated inLi and Shu(1996b), who considered the self-
similar equilibrium configurations support partly by ther-
mal pressure and partly by static magnetic field. These
configurations are described by

ρ(r, θ) =
a2

2πGr2
R(θ); Φ(r, θ) =

4πa2r

G1/2
φ(θ), (8)

whereR(θ) andφ(θ) are dimensionless angular functions
of mass density and magnetic flux, respectively. They are
solved from the equations of force balance along and across
the field direction. The solutions turn out to be a linear
sequence of singular isothermal toroids, characterized bya
parameterH0, the fractional over-density supported by the
magnetic field above that of supported by thermal pressure.
As H0 increases, the toroid becomes more flattened. These
toroids provide plausible initial conditions for protostellar
collapse calculations.

Allen et al. (2003a,b) carried out protostellar collapse
calculations starting from magnetized singular isothermal
toroids, with or without rotation. Examples of non-rotating
collapse are shown in Fig. 5 in self-similar coordinates.
The dynamical collapse of magnetized toroids proceeds in a
self-similar fashion as in the classical non-magnetized (Shu,
1977) or strongly magnetized (Li and Shu, 1997) limit.
Prominent in all collapse solutions of non-zeroH0 is the
dense flattened structure in the equatorial region. It is the
pseudodisk first discussed inGalli and Shu(1993a,b).

For rotating toroids,Allen et al. (2003b) concluded that
for magnetic fields of reasonable strength, the rotation is
braked so efficiently during the protostellar accretion phase
that the formation of rotationally supported disks is sup-
pressed in the ideal MHD limit. Non-ideal effects, such
as ambipolar diffusion or magnetic reconnection, must be
considered for the all-important protostellar disks to ap-
pear in the problem of star formation. Most of the angu-
lar momentum of the collapsed material is removed by a
low-speed wind. Magnetic braking-driven winds have been
obtained in the 2D simulations ofTomisaka(1998, 2002)
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Fig. 5.— Collapse solutions for different degrees of mag-
netization characterized byH0 = 0, 0.125, 0.25, 0.5. The
contours of constant self-similar density4πGt2ρ are plot-
ted as dashed lines, with the shades highlighting the high
density regions. The magnetic field lines are plotted as solid
lines, with contours of constantβ (ratio of thermal and mag-
netic pressures; dash-dot-dashed) superposed. Representa-
tive velocity vectors are shown as arrows, and dotted lines
are contours of constant speed.

and 3D simulations ofMachida et al.(2004) andBanerjee
and Pudritz(2005). It is tempting to identify these winds
with bipolar molecular outflows. They move, however, too
slowly (with a typical speed of a few times the sound speed)
to be identified as such. Nevertheless, the slow wind can
modify the ambient environment for the fast jet/wind driven
from close to the central stellar object, and should be in-
cluded in a complete theory of molecular outflows. It would
be interesting to look for observational signatures of mag-
netic braking-driven (slow) outflows, perhaps around the
youngest protostars.

9. MOLECULAR OUTFLOWS

9.1. Unified Wind-Driven Shell Model

Models for molecular outflows generally fall into two
categories: jet-driven and wind-blown (see chapter byHec-
tor et al.). The properties of outflows driven by winds were
first quantified inShu, Ruden, Lada, and Lizano(1991,
hereafter SRLL). It is often stated that the shell model of
SRLL is applicable to the class of broad, “classical” CO
outflows, but not to the newer class of highly collimated
sources (Bachiller and Tafalla, 1999). Recent calculations
have shown that this need not be the case (Shang et al.,
2005, 2006, in preparation). Here, we focus on the advances
on the wind-driven shell model since PPIV, starting with a
quick overview of the SRLL model.

The SRLL model is characterized by two dimensionless
functions,P andQ, that specify the angular distributions of
wind momentum per steradian and ambient density

ρ(r, θ) =
a2

2πGr2
Q(θ),

Ṁwvw

4π
P (θ), (9)

wherea is the isothermal sound speed,G the gravitational
constant, andṀw andvw represent the mass loss rate and
velocity of the wind. If the ambient medium is swept
into a thin shell by the wind in a momentum conserving
fashion, the angular distribution of the speed, and thus the
shape, of the shell is determined by a bipolarity function
B ∝ (P/Q)1/2.

Current observations are unable to provide detailed in-
formation on the functionsP (θ) andQ(θ). They can be
determined theoretically in idealized situations. For exam-
ple, one can use as the angular distributionQ(θ) the func-
tion R(θ) in equation (8), which describes the density dis-
tribution of a magnetized singular isothermal toroid. This
was first done inLi and Shu(1996a), who also adopted an
idealized angular distribution for wind momentumP (θ) ∝
1/ sin2 θ that is motivated by an asymptotic theory of mag-
netocentrifugal winds (Shu et al., 1995). For a toroid of
over-density parameterH0 = 0.5 (which gives an aspect
ratio of column density contours of about 2:1, as typically
observed in low-mass cores;Myers et al., 1991), the bipo-
larity functionB corresponds to a shell of hour-glass shape,
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with a relatively wide opening near the base. This simple
analytic model can explain several features commonly ob-
served in molecular outflows, including mass-velocity re-
lation and Hubble-type expansion. The fact that the shell
in the model does not close on itself raises the question of
its applicability to relatively young sources whose shellsof
outflowing material are often observed to be closed.

Shang et al. (2005) reconsidered the above model of
molecular outflow formation through numerical simula-
tions. The simulations, carried out using Zeus2D (Stone
and Norman, 1992), allowed them to relax some of the
simplifying assumptions made in the analytic models. Ex-
amples of the numerically computed shells are shown in
Fig. 6. These are obtained by running a cylindrically strati-
fied, toroidally magnetized wind of Alfvén Mach number6
into toroids of different degrees of flattening, characterized
by the over-density parameterH0 = 0.25, 0.5, 1.0, and1.5.
Common to all cases is the apparent two-component den-
sity structure: a dense axial jet, which is part of the primary
wind, and a dense, closed, shell, which encases the jet. Be-
tween the jet and shell lies the wide-angle wind.

Note that the same density-stratified wind produces
shells of varying degrees of collimation, some of which
are jet-like. The jet-like shells are produced in relatively
weakly magnetized toroids (with values ofH0 less than
unity), which have a relatively narrow low-density polar
funnel through which the primary wind escapes. Even in
more strongly magnetized toroids, the shells are still sig-
nificantly elongated, despite the fact that the density dis-
tribution in the ambient toroids is strongly flattened. The
elongation is due, to a large extent, to the anisotropy in the
momentum distribution intrinsic to the shell-driving pri-
mary wind. In this picture, both the dense, axial “jet” part
of the wind and the more tenuous “wide-angle” component
participate in shaping the shell structure: the jet controls the
length of the shell and the wide-angle component (together
with the lateral ambient density distribution) the width. The
jet-driven and wind-blown scenarios are thus unified in the
single framework of SRLL, which appears capable of pro-
ducing both classical and jet-like molecular outflows. In
particular, the fast SiO jets observed in the prototype of
jet-like outflows, HH211, find a natural explanation in this
unified model (see Section 9). The flattened NH3 core,
elongated CO shell, and highly collimated H2 jet observed
in HH212 (Lee et al., 2006) also strongly resemble the
prominent features shown in Fig. 5.

Dynamical collapse is expected to modify the ambient
environment through which the primary wind propagates,
particularly near the central star (see Fig. 5). A future re-
finement of the shell model of SRLL would be to include
the collapse-induced modification to the ambient density
distribution, which is expected to broaden the base of the
wind-driven cavity, especially at late times, when the col-
lapsing region has expanded to large distances. The evo-
lution of the collapsing envelope may be a key factor in
controlling the outflow evolution from Class 0 to Class I to
Class II described inArce et al.. Indeed, one may heuristi-

cally view the sequence of models with increasing degrees
of toroid flattening in Fig. 6 as an evolutionary sequence in
time: as the collapse empties out an increasingly larger re-
gion near the star, the outflow cavity becomes wider near
the base in time.

Another improvement would be in treating the wind-
ambient interface, where mixing is expected due to Kelvin-
Helmholtz instability. Cunningham et al.(2005) treated
the interface using Adaptive Mesh Refinement (AMR) tech-
niques, extending the work ofGardiner et al. (2003)
by including molecular, ionic and atomic species, cool-
ing functions and molecule recombination and dissociation.
They were able to partially resolve the strongly cooling,
shocked layers around the outflow lobes. They found that
the shocked wind and ambient medium are not completely
mixed along the walls of the wind-blown cavity, but noted
that this result might be affected by their limited resolution,
despite the fact that AMR was used.

9.2. HH211 and SiO Emission

As mentioned earlier, the wind-driven shell model
was thought to be unable to explain the class of highly-
collimated molecular outflows. It turns out, however, that
the prototype of the class, HH211, may have structures that
most closely correspond to the predictions of the unified
shell model.

The HH211 outflow in the IC 348 molecular cloud com-
plex (D∼315 pc) was discovered in the NIR H2 emis-
sion (McCaughrean et al., 1994). It is driven by a low-
luminosity (3.6L�) Class 0 protostar and is considered to
be extremely young, with a dynamical age of only∼750
yr. The high-resolution (1.5′′) CO J=2–1 observations by
Gueth and Guilloteau(1999) revealed a remarkable struc-
ture: the low-velocity CO delineates a pair of shells whose
tips are associated with NIR H2 emission, while the high-
velocity CO traces a narrower feature whose velocity in-
creases linearly with distance from the star. PV diagrams
of the CO emission show parabolic shapes characteristic of
wind-driven shells (Lee et al., 2000). It is plausible that the
CO emission traces a shell of ambient material swept up by
a (wide-angle) primary wind.

Bisecting the CO lobe is a narrow jet of thermal SiO
emission. The thermal emission from SiO is considered to
trace the dense shocked gas because its extremely low gas-
phase abundance (< 10−12) in quiescent regions (Ziurys et
al., 1989; Martı́n-Pintado et al., 1992) can be enhanced
by several orders of magnitude by means of shocks. The
SiO emission is detected inJ=1–0 (Chandler and Richer,
2001),J=5–4 (Gibb et al., 2004), 8–7 and 11–10 (Nisini et
al., 2002b). Since some of these lines have critical densi-
ties higher than∼106 cm−3 and the energy level ofJ=11 is
higher than 100 K, their detection means that the SiO jet is
much denser and warmer than the lower-velocity shell com-
ponent. High resolution (1–2′′) observations of SiOJ=8–7
(Palau et al., 2006), 5–4 (Hirano et al., 2006a), and 3–2
(Hirano et al., 2006b, in preparation) have been done using
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SMA and NMA. As shown in Fig. 7, the SiO jet is resolved
into a chain of knots separated by 4′′ (∼1000 AU). The SiO
knots have their H2 counterparts except the ones in close
vicinity of the central source where the extinction is large.
The knotty structure is more prominent in the higher SiO
transition. The innermost knots located at±2′′ from the
source are prominent in theJ=8–7 and 5–4 maps, while
barely seen in the J=1–0 map.Hirano et al. (2006a) es-
timated that these knots have a temperature>300–500 K
and density (0.5–1)×107 cm−3. These densities and tem-
peratures are much higher than those inferred for the CO
shell component, indicating that the SiO jet has a different
origin. The most likely possibility is that the SiO jet traces
the densest part of the primary wind. This identification is
strengthened by the PV diagrams of SiOJ=8–7 and 5–4
emission (Fig. 8), which show a large (projected) velocity
dispersion (∼ 30 km s−1) close to the star. This velocity
feature, absent from the CO emission, is reminiscent of that
predicted in the X-wind theory for optical forbidden lines
(Shang et al., 1998). It may be indicative of a (perhaps
unsteady) wide-angle wind that is stratified in density, as
envisioned in our unified model of molecular outflows.

The spectacular SiO jet of HH211 is not unique. It is
seen in at least one other young Class 0 source, L1448mm
(Bachiller et al., 1991;Guilloteau et al., 1992; Dutrey et
al., 1997). The SiO abundance is estimated to be∼10−6

(Martı́n-Pintado et al., 1992;Bachiller et al., 1991;Hirano
et al., 2006a) in both L1448mm and HH211, implying an
enhancement by a factor of≥105 above the value in the am-
bient quiescent clouds. The bright SiO jet appears to fade
away quickly as the source evolves. SiO emission is also
observed at the tips of outflow cavities in some sources, in-
cluding L1527 (Mikami et al., 1992; Zhang et al., 1995,
2000; Gueth et al., 1998; Bachiller et al., 2001), IRAS
03282 (Bachiller et al., 1994), BHR71 (Garay et al., 1998),
and NGC 1333 IRAS 2A (Jørgensen et al., 2004). For these
sources, the typical SiO abundance is∼10−9–10−8 (e.g.,
Bachiller, 1996). Narrow SiO lines have been detected
in relatively quiescent regions around SVS 13 (Lefloch et
al., 1998; Codella et al., 1999), B1 (Martı́n-Pintado et
al., 1992;Yamamoto et al., 1992), IRAS 00338+6312, and
Cep A (Codella et al., 1999). The estimated SiO abun-
dance is about 10−11–10−10 (Lefloch et al., 1998;Codella
et al., 1999), the lowest among the three classes described
here. These three classes of SiO sources can plausibly be
put into an evolutionary sequence (Bachiller and Tafalla,
1999). Detailed calculations that take into account the evo-
lution of both the primary wind and the ambient medium, as
well as SiO chemistry, are needed to quantify the sequence.
The unified wind-driven shell model provides a framework
for quantifying the outflow evolution.

10. CONCLUDING REMARKS

We have reviewed the progress on the X-wind model
and related work since PPIV. In particular, we showed that

when detailed excitation conditions and radiative processes
are modeled, X-winds are capable of explaining the gross
characteristics of many observations, ranging from optical
forbidden lines to thermal radio emission. To make model
predictions match observational data, a mechanical heating
is required to keep the wind warm enough to emit in op-
tical and radio. The heating is prescribed phenomenologi-
cally, and may be related to wind variabilities, which pro-
duce shocks of varying strengths. How the variabilities are
generated remains little explored, and should be a focus of
future investigation.

Dynamical models of jets and winds in YSOs have
shown some convergence. The magnetocentrifugal mech-
anism remains the leading candidate for outflow produc-
tion. The modeling effort is hampered, however, by our
limited knowledge of the physical conditions near the wind-
disk interface. These include both the thermal and ioniza-
tion structure of the region, as well as the magnetic field
distribution. Detailed calculations that treat the coupling
between the wind, the disk, and perhaps the stellar magne-
tosphere self-consistently may unify the disk-wind and X-
wind picture. An improved model of the jets and winds will
also deepen our understanding of the molecular outflows
that they drive.
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Astrophys. J., 576, 222–231.

Bachiller R. (1996)Ann. Rev. Astron. Astrophys., 34, 111-154.
Bachiller R. and Tafalla M. (1999) InThe Origin of Stars and

Planetary Systems(C. J. Lada and N. D. Kylafis eds.), pp. 227-
266. Kluwer Academic Publishers.

Bachiller R., Martı́n-Pintado J., and Fuente A. (1991)Astron. As-
trophys., 243, L21-L24.

Bachiller R., Terebey S., Jarrett T., Martı́n-Pintado J., Beichman
C. A., and van Buren D. (1994)Astrophys. J., 437, 296-304.
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Torrelles J. M., Cantó J., Rodrı́guez L. F., Ho P. T. P. and Moran J.

M. (1985)Astrophys. J. 294, L117-L120.
Torrelles J. M., Patel N. A., Anglada G., Gómez J. F., Ho P. T.
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Fig. 6.— Snapshots of density structures at 100 (top)
and 1000 (bottom) years for a wind of mass loss rate
(1 × 10−6M�/yr) and Alfvén Mach number 6. The toroids
are shown in the order ofH0 = 0.25, 0.5, 1, and 1.5 (from
left to right). The color bar shows density variation in loga-
rithmic (log10) scale.
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Fig. 7.— HH211 outflow observed with the near-infrared
H2 v = 1 − −0 S(1) emission (grey scale in the top panel;
Hirano et al., 2006a) and the SiOJ=8–7 (Palau et al.,
2006),J=5–4 (Hirano et al., 2006a),J=3–2 (Hirano et al.,
2006b, in prep.), andJ=1–0 (Chandler & Richer, 2001).
All the images are rotated by−26◦ from the equatorial co-
ordinates. The contours represent the integrated SiO emis-
sion in the blueshifted velocity range (positive offset from
the position of the driving source, HH211-mm, along the
major axis) and in the redshifted velocity range (negative
offset).
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cate the position of the continuum source and the systemic
velocity, respectively.
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