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Fig. 3.— a) Spherical slice of the gas density inside the Jeans volume at � = 12 for our run with 128 cells per Jeans length. b) Velocity
streamlines on a linear color scale ranging from dark blue (0 km s�1) to light gray (5 km s�1). c) Magnetic field lines, showing a highly
tangled and twisted magnetic field structure typical of the small-scale dynamo; yellow: 0.5mG, red: 1mG. d) Four randomly chosen,
individual field lines. The green one, in particular, is extremely tangled close to the center of the Jeans volume. e) Contours of the vorticity
modulus, |⌅⇥ v|, showing elongated, filamentary structures typically seen in subsonic turbulence (e.g., Frisch 1995). f) Spherical slice of
the divergence of the velocity field, ⌅ · v; white: compression, red: expansion.

Ralf Klessen:  Tübingen   02.03.2009 

Zentrum für Astronomie der Universität Heidelberg 

Institut für Theoretische Astrophysik 



Ralf Klessen
Zentrum für Astronomie der Universität Heidelberg 

Institut für Theoretische Astrophysik

ISM Dynamics and  
Star Formation

Magnetic field amplification by gravity-driven turbulence 7

Fig. 3.— a) Spherical slice of the gas density inside the Jeans volume at � = 12 for our run with 128 cells per Jeans length. b) Velocity
streamlines on a linear color scale ranging from dark blue (0 km s�1) to light gray (5 km s�1). c) Magnetic field lines, showing a highly
tangled and twisted magnetic field structure typical of the small-scale dynamo; yellow: 0.5mG, red: 1mG. d) Four randomly chosen,
individual field lines. The green one, in particular, is extremely tangled close to the center of the Jeans volume. e) Contours of the vorticity
modulus, |⌅⇥ v|, showing elongated, filamentary structures typically seen in subsonic turbulence (e.g., Frisch 1995). f) Spherical slice of
the divergence of the velocity field, ⌅ · v; white: compression, red: expansion.

Ralf Klessen:  Tübingen   02.03.2009 

Zentrum für Astronomie der Universität Heidelberg 

Institut für Theoretische Astrophysik 

Some Open Issues in  
Star Formation



Ralf Klessen
Zentrum für Astronomie der Universität Heidelberg 

Institut für Theoretische Astrophysik

ISM Dynamics and  
Star Formation

Magnetic field amplification by gravity-driven turbulence 7

Fig. 3.— a) Spherical slice of the gas density inside the Jeans volume at � = 12 for our run with 128 cells per Jeans length. b) Velocity
streamlines on a linear color scale ranging from dark blue (0 km s�1) to light gray (5 km s�1). c) Magnetic field lines, showing a highly
tangled and twisted magnetic field structure typical of the small-scale dynamo; yellow: 0.5mG, red: 1mG. d) Four randomly chosen,
individual field lines. The green one, in particular, is extremely tangled close to the center of the Jeans volume. e) Contours of the vorticity
modulus, |⌅⇥ v|, showing elongated, filamentary structures typically seen in subsonic turbulence (e.g., Frisch 1995). f) Spherical slice of
the divergence of the velocity field, ⌅ · v; white: compression, red: expansion.

Ralf Klessen:  Tübingen   02.03.2009 

Zentrum für Astronomie der Universität Heidelberg 

Institut für Theoretische Astrophysik 

Some Open Issues in  
Star Formation

D I S C L A I M E R



thanks to ...

... people in the group in Heidelberg:

Christian Baczynski, Erik Bertram, Frank Bigiel, Rachel Chicharro, Roxana Chira, Paul Clark, 
Gustavo Dopcke, Jayanta Dutta, Volker Gaibler, Simon Glover, Lukas Konstandin, Faviola Molina, 
Mei Sasaki, Jennifer Schober, Rahul Shetty, Rowan Smith, László Szűcs, Svitlana Zhukovska

... former group members:

Robi Banerjee,  Ingo Berentzen, Christoph Federrath,  Philipp Girichidis, Thomas Greif,   
Milica Micic, Thomas Peters, Dominik Schleicher, Stefan Schmeja, Sharanya Sur 

... many collaborators abroad!



agenda

• first star formation

- influence of magnetic fields

- influence of dark matter annihilation

• global star formation

- non-universal and sub-linear Kennicutt-Schmidt relation
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model the formation of the first stars
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Fig. 3.—: Number density maps for a slice through the high
density region for Z = 10−4 Z⊙ (top), 10−5 Z⊙, 10−6 Z⊙, and
0 (bottom). The image shows a sequence of zooms in the
density structure in the gas immediately before the formation
of the first protostar.

Fig. 4.—: Enclosed gas mass divided by Bonnor-Ebert mass
versus radius for different metallicities. The values were cal-
culated at the time just before the first sink was formed and the
center is taken to be the position of the densest SPH particle.

more flat mass distribution.
Now we can compare the predicted values before sink for-

mation started, with the final accretion and fragmentation
timescales. Figure 8 shows the timescales for fragmentation
and accretion for different metallicities on the end of the cal-
culations. The mean fragmentation time, and the mean accre-
tion time explain the difference in the sink particle mass distri-
bution in Figure 6. For Z ≤ 10−5 Z⊙, the fragmentation time is
always higher than the accretion time, indicating that the sink
particles will accrete faster than they can be generated, result-
ing in a more flat mass distribution. When the fragmentation
time is higher than the accretion time (for Z = 10−4 Z⊙), the
gas rather fragments, than moves to the center and is accreted.
As a consequence, more mass goes into the low-mass objects,
when compared to the high-mass ones. This behavior agrees
well with the predictions from before fragmentation started,
shown in Figure 7.

3.6. Radial mass distribution
Another property of the star-forming cloud that we ob-

served to vary in our calculations is the mass spacial distri-
bution. The dependence of the enclosed gas and sink mass on
the distance from the sinks center of mass, for the different
Z, is show in Figure 9. The Z = 0 case has almost all the
sink particle mass in r < 8AU. The gas density for this case is
also higher in this region, when compared to the other metal-
licities, showing that the gas and sink particles mass density
follow each other. In the Z = 0 simulation, there is ∼80% of
the mass in sinks within 8 AU from the center of mass. And
for the other cases, this happens for radius ∼ 30AU. For ra-
dius bigger than 150 AU, the gas becomes the most massive
component, for all Z.

This more concentrated gas and sink mass towards the cen-
ter happens probably because for the Z = 0 case, the gas had
higher temperatures in the central region. And so there was
less influence by turbulent and rotational motions, which were

4 Greif et al.

Fig. 2.— Density, velocity, pressure, and temperature of the
shocked gas after 1 Myr. Black dots represent the test simulation,
while the grey (green) lines show the dimensionalized ST solu-
tion. Apart from deviations caused by higher-order shocks and
kernel smoothing, the simulation reproduces the analytic profiles
relatively well.

(DM and gas). We initialize the simulation at z = 100
deep in the linear regime, and for this purpose adopt
a concordance Λ cold dark matter (ΛCDM) cosmology
with the following parameters: matter density Ωm =
1−ΩΛ = 0.3, baryon density Ωb = 0.04, Hubble param-
eter h = H0/

°
100 km s−1 Mpc−1

¢
= 0.7, spectral index

ns = 1.0, and a top-hat fluctuation power σ8 = 0.9 (e.g.,
Spergel et al. 2003). Initial density and velocity pertur-
bations are imprinted according to a Gaussian random
field, and grow proportional to the scale factor until the
onset of nonlinearity. At this point the detailed chemi-
cal evolution of the gas becomes crucial, and we apply
the same chemical network as in Johnson et al. (2007) to
track the abundances of H, H+, H−, H2, H+

2 , He, He+,
He++, and e−, as well as the five deuterium species D,
D+, D−, HD and HD−. All relevant cooling mechanisms
in the temperature range 10−108 K are implemented, in-
cluding H and He resonance processes, bremsstrahlung,
inverse Compton, and molecular cooling for H2 and HD.
Metal cooling does not become important for the entire
lifetime of the SN remnant, yet we postpone a more de-
tailed discussion of this issue to §5. We do not take into
account the emission of radiation by the post-shock gas,
which acts to create a thin layer of fully ionized material
ahead of the shock and suppresses molecule formation
(e.g., Shull & McKee 1979; Shapiro & Kang 1987; Kang
& Shapiro 1992), since (a) the SN remnant expands into
an H ii region, and (b) we find that molecule formation
becomes important only at late times, when the post-
shock gas has cooled to 104 K (see §3.4).

With these ingredients, the first star forms in a halo of
Mvir � 5 × 105 M⊙ and rvir � 100 pc at z � 20 in the
canonical fashion (e.g., Bromm et al. 1999, 2002; Abel et
al. 2002). We determine its location by identifying the
first particle that reaches a density of nH = 104 cm−3. At
this point the gas ‘loiters’ around a temperature of 200 K
and typically attains a Jeans mass of a few 103 M⊙ before

Fig. 3.— The hydrogen number density averaged along the line
of sight in a slice of 10/h kpc (comoving) around the first star,
forming in a halo of total mass Mvir � 5 × 105 M⊙ at z � 20.
Evidently, the host halo is part of a larger conglomeration of less
massive minihalos, and subject to the typical bottom-up evolution
of structure formation.

further collapsing (e.g., Bromm et al. 2002; Glover 2005).
For simplicity, we assume that such a clump forms a sin-
gle star, and find that its location is reasonably well re-
solved by the minimum resolution mass, Mres � 500 M⊙.
In Figure 3, we show the hydrogen number density in the
x-y and y-z plane, centered on the formation site of the
first star. Evidently, the host halo is part of a larger
overdensity that will collapse in the near future and lead
to multiple merger events. This behavior is characteris-
tic of bottom-up structure formation, and our simulation
therefore reflects a cosmological environment typical for
these redshifts.

2.4.2. H ii Region

The treatment of the H ii region around the star
is crucial for the early and late time behavior of the
SN remnant. The photoevaporation of the host mini-
halo greatly reduces the central density and extends the
energy-conserving ST phase, whereas after an intermedi-
ate stage the enhanced pressure in the H ii region leads to
an earlier transition to the final, momentum-conserving
phase. Additionally, the shock fulfills the stalling crite-
rion, i.e. ṙsh = cs, where cs is the sound speed of the
photoheated IGM, much earlier in the H ii region com-
pared to previously unheated gas. We have found that
neglecting the presence of the H ii region around the star,
extending well into the IGM, leads to a final shock radius
a factor of 2 larger, which demonstrates its importance
for the long-term evolution of the SN remnant.

To determine the size and structure of the H ii region,
we proceed analogously to Johnson et al. (2007). In de-
tail, we initially photoheat and photoionize a spherically
symmetric region surrounding the star up to a maximum
distance of 200 pc, where we find a neighbouring mini-
halo. We determine the necessary heating and ionization
rates by using the properties of a 200 M⊙ Pop III star

(Greif et al., 2007, ApJ, 670, 1)

successive zoom-in calculation from 
cosmological initial conditions (using 
SPH and new grid-code AREPO)

(Greif et al. 2011, ApJ, 737, 75, Greif et al. 2012, MNRAS, 424, 399,  
Dopcke et al. 2013, ApJ, 776, 103)
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Fig. 3.—: Number density maps for a slice through the high
density region for Z = 10−4 Z⊙ (top), 10−5 Z⊙, 10−6 Z⊙, and
0 (bottom). The image shows a sequence of zooms in the
density structure in the gas immediately before the formation
of the first protostar.

Fig. 4.—: Enclosed gas mass divided by Bonnor-Ebert mass
versus radius for different metallicities. The values were cal-
culated at the time just before the first sink was formed and the
center is taken to be the position of the densest SPH particle.

more flat mass distribution.
Now we can compare the predicted values before sink for-

mation started, with the final accretion and fragmentation
timescales. Figure 8 shows the timescales for fragmentation
and accretion for different metallicities on the end of the cal-
culations. The mean fragmentation time, and the mean accre-
tion time explain the difference in the sink particle mass distri-
bution in Figure 6. For Z ≤ 10−5 Z⊙, the fragmentation time is
always higher than the accretion time, indicating that the sink
particles will accrete faster than they can be generated, result-
ing in a more flat mass distribution. When the fragmentation
time is higher than the accretion time (for Z = 10−4 Z⊙), the
gas rather fragments, than moves to the center and is accreted.
As a consequence, more mass goes into the low-mass objects,
when compared to the high-mass ones. This behavior agrees
well with the predictions from before fragmentation started,
shown in Figure 7.

3.6. Radial mass distribution
Another property of the star-forming cloud that we ob-

served to vary in our calculations is the mass spacial distri-
bution. The dependence of the enclosed gas and sink mass on
the distance from the sinks center of mass, for the different
Z, is show in Figure 9. The Z = 0 case has almost all the
sink particle mass in r < 8AU. The gas density for this case is
also higher in this region, when compared to the other metal-
licities, showing that the gas and sink particles mass density
follow each other. In the Z = 0 simulation, there is ∼80% of
the mass in sinks within 8 AU from the center of mass. And
for the other cases, this happens for radius ∼ 30AU. For ra-
dius bigger than 150 AU, the gas becomes the most massive
component, for all Z.

This more concentrated gas and sink mass towards the cen-
ter happens probably because for the Z = 0 case, the gas had
higher temperatures in the central region. And so there was
less influence by turbulent and rotational motions, which were

successive zoom-in calculation from 
cosmological initial conditions (using 
SPH and new grid-code AREPO)

what is the time 
evolution of 
accretion disk 
around first star 
to form?

(Greif et al. 2011, ApJ, 737, 75, Greif et al. 2012, MNRAS, 424, 399,  
Dopcke et al. 2012, ApJ submitted, arXiv1203.6842)



(Clark et al. 2011b, Science, 331, 1040)

Figure 1: Density evolution in a 120 AU region around the first protostar, showing the build-up
of the protostellar disk and its eventual fragmentation. We also see ‘wakes’ in the low-density
regions, produced by the previous passage of the spiral arms.
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detailed look at accretion disk



important disk parameters

Figure 2: Radial profiles of the disk’s physical properties, centered on the first protostellar core
to form. The quantities are mass-weighted and taken from a slice through the midplane of the
disk. In the lower right-hand plot we show the radial distribution of the disk’s Toomre parameter,
Q = cs�/⇥G�, where cs is the sound speed and � is the epicyclic frequency. Beause our disk
is Keplerian, we adopted the standard simplification, and replaced � with the orbital frequency.
The molecular fraction is defined as the number density of hydrogen molecules (nH2), divided
by the number density of hydrogen nuclei (n), such that fully molecular gas has a value of 0.5
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Toomre Q:

instability for Q<1



similar study with very different numerical method (AREPO)

one out of five halos

(Greif et al. 2011a, ApJ)



(Greif et al., 2012, MNRAS, 424, 399)

Most recent calculations:  
fully sink-less simulations, following the disk build-up over ~10 years 
(resolving the protostars - first cores - down to 105 km ~ 0.01 R⦿)

density temperature



expected mass spectrum

• expected IMF is flat and covers a wide range of masses
• implications

- because slope > -2, most mass is in massive objects  
as predicted by most previous calculations

- most high-mass Pop III stars should be in binary systems  
--> source of high-redshift gamma-ray bursts

- because of ejection, some low-mass objects (< 0.8 M⦿)  
might have survived until today and could potentially be  
found in the Milky Way

• consistent with abundance patterns found  
in second generation stars
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Figure 4. Mass abundance of He, O, Si, and Fe in Z = 0 (top) and 10−4 Z⊙ (bottom) 25 M⊙ stars after the end of RT-driven mixing. The snapshots are of the simulation
at 3.1 × 104 s, 6.3 × 104 s, and 2.7 × 104 s for z25B, z25D, and z25G, and 1.4 × 104 s, 5.3 × 104 s, and 1.2 × 105 s for models u25B, u25D, and u25G, respectively.
Red Z = 0 stars again show much more mixing than blue Z = 10−4 Z⊙ stars, although it is not as extreme as in the 15 M⊙ models, in which the difference in outer
radius between the z- and u-series progenitors was greater. Mixing again rises with explosion energy, which is 0.6, 1.2, 2.4 Bethe from left to right across the panels.
Spurious jetting is also visible along the y- and x-axes in the u-series models. Like the 15 M⊙ stars shown in Figure 3, both mixing and the amplitudes of the RT
instabilities clearly increase with explosion energy at both metallicities.

more mixing in the internal layers than higher-mass models.
The z-series SNe have far more mixing than u-series SNe. SNe
with higher explosion energies exhibit more mixing and less
fallback than SNe with lower explosion energies. In particular,
the B series SNe with subnormal explosion energies, 0.6 Bethe
instead of the canonical 1.2 Bethe, eject almost no iron with the
exception of model z15B.

The z-series models all show more mixing than their u-series
counterparts. The 25 M⊙ models show the most mixing of the
models in the u-series, while the 40 M⊙ u-series runs show the
smallest degree of mixing. All the 40 M⊙ models experience a
great deal of fallback, but the u-series models show the most
because they are more compact. The higher explosion energy
models exhibit less fallback.

4.3.5. Comparison with Kepler Estimations of Mixing

The large one-dimensional surveys of SNe derive final esti-
mates of elemental yields by artificially mixing the layers of
the SN after explosive nucleosynthesis is complete. Surveys
employing the KEPLER code estimate mixing by passing a run-

ning boxcar average of width (in mass coordinate) W through
the star, where W is 10% the mass of the helium core. That is,
the abundances at points that fell within a bin of width W were
averaged together and set to this average, the bin was moved for-
ward by one point, and the process repeated, moving outward
through the star. This is done four times, artificially mixing the
mass shells. In Figure 7, we compare KEPLER estimations of
mixing with our two-dimensional CASTRO results. In our two-
dimensional CASTRO simulations, we find that some elemental
shells are more mixed than others. The RT instability typically
forms at the He–H or O–He boundary and advances inward.
This results in the helium and oxygen layers being more mixed
than in KEPLER and the iron, and sometimes silicon, layers being
less mixed than the KEPLER estimations for the z-series models.
Our compact U-series models show less mixing in all elements
than in KEPLER.

4.3.6. Numerical Artifacts and Model Limitations

Numerical artifacts arising from the mesh geometry are most
prominent in the higher explosion energy, u-series models,

The metallicities of extremely metal-
poor stars in the halo are consistent 
with the yields of core-collapse 
supernovae, i.e. progenitor stars with 20 
- 40 M⦿
(e.g. Tominaga et al. 2007, Izutani et al. 2009, Joggerst et al. 
2009, 2010)

Fig. 6.—Comparison between the [X/Fe] trends of observed stars (crosses: the previous studies [e.g., Gratton & Sneden 1991; Sneden et al. 1991; Edvardsson et al.
1993; McWilliam et al. 1995a, 1995b; Ryan et al. 1996;McWilliam 1997; Carretta et al. 2000; Primas et al. 2000; Gratton et al. 2003; Bensby et al. 2003]; open circles: CA04;
open squares: HO04) and those of individual starsmodels ( filled circles: normal SNe; filled triangles: HNewith caseA; filled rhombus: HNewith case B) and IMF integration
( filled squares). The parameters are shown in Table 1.

Fig. 7.—Same as Fig. 3, but for MMS ¼ 25 M", E51 ¼ 5.

Fig. 8.—Comparison between the abundance pattern of the C-rich EMP star
(circles with error bars: CS 29498#043; Aoki et al. 2004) and the theoretical
faint SN yields (solid line: 25F). The mixing-fallback parameters are determined
so as to reproduce the abundance pattern of CS 29498#043.

(Joggerst et al. 2009, 2010)

(Tom
inaga et al. 2007)



primordial star formation

• just like in present-day SF, we expect 
- turbulence
- thermodynamics (i.e. balance between heating and cooling)
- feedback
- magnetic fields 

to influence first star formation.
• masses of first stars still uncertain, but we expect a wide 

mass range with typical masses of several 10s of M⦿

• disks unstable: first stars in binaries or part of small clusters
• current frontier: include feedback and magnetic fields and 

possibly dark matter annihilation...  



reducing fragmentation

• from present-day star formation theory we know, that 

- magnetic fields: Peters et al. 2011, Seifried et al. 2012, Hennebelle et al. 2011

- accretion heating: Peters et al. 2010, Krumholz et al. 2009, Kuipers et al. 2011

can influence the fragmentation behavior.
• in the context of Pop III

- radiation: Hosokawa et al. 2012, Stacy et al. 2012a

- magnetic fields: Turk et al. 2012, but see also Bovino et al. 2013  
Schleicher et al. 2010, Sur et al. 2010, Federrath et al. 2011, Schober et al. 2012ab, 
2013

• all these will reduce degree of fragmentation  
(but not by much, see Rowan Smith et al. 2011, 2012, at least for accretion heating)

• DM annihililation might become important for disk dynamics and 
fragmentation (Ripamonti et al. 2011, Stacy et al. 2012b, Rowan Smith et al. 2012)
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influence of B on disk evolution

Peters et al. (2011)

in disk around high-mass stars, fragmentation is reduced but rarely fully suppressed
see Peters et al. (2011), Hennebelle et al. (2011), Seifried et al. (2011)



interplay of ionization and B-field

Peters et al. (2011)

The Astrophysical Journal, 729:72 (12pp), 2011 March 1 Peters et al.
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Figure 9. H ii region morphologies in run E. The figure shows synthetic maps of free–free emission from ultracompact H ii regions around the massive protostar at
different time steps and from different viewing angles. The cluster is assumed to be 2.65 kpc away, the full width at half-maximum of the beam is 0.′′14 and the noise
level is 10−3 Jy. This corresponds to typical VLA parameters at a wavelength of 2 cm. The protostellar mass of the central star which powers the H ii region is given
in the images. The black dots represent sink particles.
(A color version of this figure is available in the online journal.)

0.656 Myr

box size 0.162 pc

−4.0−4.0 −6.2−6.2 −8.5−8.5 −10.8−10.8 −13.0−13.0
log10 pmag in erg cm−3log10 pth in erg cm−3

Figure 10. Comparison of thermal and magnetic pressure for the data from the lefthand panels in Figure 5. The thermal pressure pth inside the H ii region (left) is
of comparable magnitude to the magnetic pressure pmag outside the H ii region (right). Thus, magnetic pressure plays a significant role in constraining the size of
expanding H ii regions. The black dots represent sink particles.
(A color version of this figure is available in the online journal.)

4. SUMMARY AND CONCLUSION

We have presented the first three-dimensional, RMHD col-
lapse simulation of massive star formation including heating by

both ionizing and non-ionizing radiation. We used sink particles
to represent accreting protostars. We compared the action of the
magnetic field in this high-mass star formation simulation to
the major ways that it acts in low-mass star formation. As we
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Figure 2. Slice along the z-axis in the weak-field run 26-4, at 2000
yr and 5000 yr after the formation of the first sink particle. The
two top panels show the density field and the poloidal velocity
vectors (black arrows). Note the different spatial scales between
the top and middle panel. The outflow velocity (vz , bottom panel)
and the density field after 5000 yr show a very turbulent structure
caused by internal shocks.
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Figure 3. Position-velocity (top) and position-density (bottom)
diagram for the weak-field run 26-4 after 5000 yr. The contours
have a logarithmic spacing. The bulk velocity increasing with dis-
tance. The maximum velocity show several clear peaks which are
attributed to internal shock fronts.
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Figure 4. Radial profiles of the outflow velocity (top) and the
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run 26-4 after 5000 yr. The quantities are averaged azimuthally
before plotting. For z < 2000 AU the outflow velocity increases
towards the z-axis whereas at larger distances it has an almost
flat radial profile. The density profiles are rather flat showing only
small variations and a prominent jump associated with the bow
shock.
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centrifugal acceleration is not possible indicating that the
outflow is mainly driven by the toroidal magnetic pressure.
The expansion speed in this phase is almost the same in the
vertical and horizontal direction (see top panel of Fig. 2)
with the outer edge of the bubble coinciding with the po-
sition of the accretion shock at the disc edge. It is only in
this initial stage when we call the outflow a magnetic tower
flow (Lynden-Bell 1996, 2003). In contrast to the situation
at 5000 yr in this transient phase there is no acceleration
of gas from the disc. In fact, the gas is accelerated only at
the tip of the outflow. Therefore the situation differs signif-
icantly from the later stages. After ∼ 2000 yr a fast, well
collimated outflow component, the centrifugal driven jet de-
velops in the region close to the z-axis. The launching of the
jet coincides with the build-up of a well defined, extended (∼
100 AU) Keplerian disc whereas prior to that disc rotation
is mostly sub-Keplerian.

In summary, besides the magnetic field line structure,
the application of the criterion derived in this work strongly
indicates that the outflow is mainly driven centrifugally at
|z| ! 800 AU while the dynamics of Bφ gets more important
at large radii and larger heights where the flow is magneto-
centrifugally driven.

4.2 Strong field case 5.2-4

4.2.1 General properties

Next, we describe global properties of the outflow gener-
ated in run 5.2-4 which has a 5 times stronger initial mag-
netic field than run 26-4 (see Table 1). The outflow shown
in Fig. 7 reveals significant differences compared to the out-
flow in run 26-4 (compare Fig. 2). Whereas the latter is well
collimated with a collimation factor of ∼ 4, the former has a
rather sphere-like morphology expanding with roughly the
same speed in all directions, therefore also maintaining a
self-similar morphology for all times. The outflow velocities
reach values of up to 5 km s−1 about a factor of 2 - 3 lower
than in run 26-4. The expansion speed of the outflow is al-
most constant over time with a value of 0.28 AU yr−1 ≃ 1.3
km s−1. This is noticeably smaller than the expansion speed
of 1 AU yr−1 observed in run 26-4. Consequently also the
bow shock structure in run 5.2-4 is less pronounced.

Furthermore, a closer inspection of the outflow in run
5.2-4 reveals that in particular close to the symmetry axis
and the centre of the bubble gas is still falling inwards even
at late times. Gas with outwards motion occurs mainly in
the outer wings. The outflow direction in the inner part is
almost radial and gets collimated at relatively large radii
of ∼ 500 AU. This is remarkably different to the situation
in run 26-4 where almost all the gas within the outflow
area is moving outwards and preferentially parallel to the
z-axis. A consequence of the complicated velocity structure
observed in Fig. 7 is the complex density structure show-
ing several shock-like features in the bubble. We find that
the flattened structure in the midplane is a strongly sub-
Keplerian disc with significant infall motions (see Paper I,
for a detailed discussion). The sub-Keplerian rotation is a
consequence of the strong initial magnetic field decelerat-
ing the rotation of the initial core via the magnetic braking
mechanism (Mouschovias & Paleologou 1980).
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Figure 7. Same as in Fig. 2 but for the strong-field run 5.2-4. The
outflow is poorly collimated and has significantly lower outflow
velocities than the outflow in run 26-4.

4.2.2 Launching mechanism

The different morphologies of the outflows in run 5.2-4 and
run 26-4 raise the question whether the underlying launching
mechanisms differ. Firstly, we examine the relative impor-
tance of the toroidal and poloidal magnetic field components
in the top panel Fig. 8. Here again – as in Section 4.1.2 – all
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B fields in the early universe?

• we know the universe is magnetized (now)

• knowledge about B-fields in the high-redshift 
universe is extremely uncertain

- inflation / QCD phase transition / Biermann battery / 
Weibel instability

• they are thought to be extremely small 

• however, THIS MAY BE WRONG!



small-scale turbulent dynamo

• idea: the small-scale turbulent dynamo can generate 
strong magnetic fields from very small seed fields

• approach: model collapse of primordial gas ---> 
formation of the first stars in low-mass halo 

• method: solve ideal MHD with very high resolution

- grid-based AMR code FLASH 

- polytropic EOS with γ = 1.1 

- resolution up to 1283 cells per Jeans volume  
(effective resolution 655363 cells) 

- see: Schleicher et al. 2010, A&A, 522, A115, Sur et al. 2010, ApJ, 721, L734, 
Federrath et al., 2011, ApJ, 731, 62, Schober 2012, PRE, 85, 026303, Schober 
et al. 2012, ApJ, 754, 99 



magnetic field structure density structure

(Sur et al. 2010, ApJ, 721, L734)



(Schleicher et al. 2010, A&A, 522, A115,   Sur et al. 2010, ApJ, 721, L734,   Federrath et al., 2011, ApJ, 731, 62)



Magnetic field amplification by gravity-driven turbulence 7

Fig. 3.— a) Spherical slice of the gas density inside the Jeans volume at � = 12 for our run with 128 cells per Jeans length. b) Velocity
streamlines on a linear color scale ranging from dark blue (0 km s�1) to light gray (5 km s�1). c) Magnetic field lines, showing a highly
tangled and twisted magnetic field structure typical of the small-scale dynamo; yellow: 0.5mG, red: 1mG. d) Four randomly chosen,
individual field lines. The green one, in particular, is extremely tangled close to the center of the Jeans volume. e) Contours of the vorticity
modulus, |⌅⇥ v|, showing elongated, filamentary structures typically seen in subsonic turbulence (e.g., Frisch 1995). f) Spherical slice of
the divergence of the velocity field, ⌅ · v; white: compression, red: expansion.

(Federrath et al., 2011, ApJ, 731, 62)



(Sur et al. 2010, ApJ, 721, L734)

Field amplification during first collapse 
seems unavoidable. 

QUESTIONS:

• Is it really the small scale dynamo? 
• What is the saturation value?  
  Can the field reach dynamically  
  important strength?

radial density profile

radial velocity profile

Mach number profile



(Sur et al. 2010, ApJ, 721, L734)

Field amplification during first collapse 
seems unavoidable. 

QUESTIONS:

• Is it really the small scale dynamo? 
• What is the saturation value?  

Can the field reach dynamically  
important strength?

• How does it depend on the 
thermodynamics of the gas 
(i.e. on the EOS)?



Kazantsev behavior

Slope +3/2 of 
Kazantsev theory

initial slope of  
B fluctuations

initial peak of 
B fluctuation 
spectrum

(e.g. Brandenburg & Subramanian,  
2005, Phys. Rep., 417, 1)

(Federrath et al., 2011, ApJ, 731, 62)



analysis of magnetic field spectra

B fluctuation spectrum 
in flat inner core

B fluctuation spectrum 
in 1/r2 fall-off

(Federrath et al., 2011, ApJ, 731, 62)
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FIG. 2. (Color online) Three-dimensional renderings of the density on a logarithmic scale in the range 0.5 � �/�0 � 50, and
magnetic field lines for solenoidal forcing at M = 0.1 (a) and M = 10 (c), and compressive forcing at M = 0.1 (b) and M = 10
(d). The stretch-twist-fold mechanism of the dynamo [1] is evident in all models, but operates with di�erent e⇥ciency due to
the strongly varying compressibility and flow structure of the plasma. The M = 10 models are dominated by shocks.

FIG. 3. (Color online) Growth rate (top), and saturation level
(bottom) as a function of the Mach number for all runs with
solenoidal (crosses) and compressive forcing (diamonds). The
solid lines show empirical fits with equation (4). The labeled
data points indicate four models (M ⇥ 0.4, 2.5 for sol. and
comp. forcing), using ideal MHD on 1283 grid cells (a), non-
ideal MHD on 2563 (b), and 5123 grid cells (c), demonstrating
convergence for the given magnetic Prandtl (Pm = 2) and
kinematic Reynolds number (Re ⇥ 1500).

duces more space-filling, tangled field configurations, sug-
gesting that the dynamo is more e⇤ciently excited with
solenoidal forcing. This is quantitatively shown in fig-
ure 3, where we plot the growth rates, �, in the relation
Em = Em0 exp(�t), and the saturation level, (Em/Ek)sat
with the magnetic and kinetic energies Em and Ek as a

function of Mach number for all models. Both � and
(Em/Ek)sat depend strongly on M and on the turbu-
lent forcing. Solenoidal forcing gives growth rates and
saturation levels that are always higher than in compres-
sive forcing, as indicted by the di⇥erent field geometries
shown in figure 2. Both � and (Em/Ek)sat change sig-
nificantly at the transition from subsonic to supersonic
turbulence. We conclude that the formation of shocks
at M ⇥ 1 is responsible for destroying some of the co-
herent vortical motions necessary to drive the dynamo
[4]. However, as M is increased further, vorticity gener-
ation in oblique, colliding shocks [19] starts to dominate
over the destruction. The very small growth rates of the
subsonic, compressively driven models is due to the fact
that hardly any vorticity is excited. In the absence of the
baroclinic term, (1/⇥2)⌅⇥�⌅p, the only way to generate
vorticity, ! = ⌅�u, with compressive (curl-free) forcing
is via viscous interactions in the vorticity equation [6]:

⇤t! = ⌅� (u� !) + �⌅2! + 2�⌅� (S⌅ ln ⇥) . (3)

The second term on the right hand side of the last equa-
tion is di⇥usive. However, even with zero initial vorticity,
the last term generates vorticity via viscous interactions
in the presence of logarithmic density gradients. The
small seeds of vorticity generated this way are exponen-
tially amplified by the non-linear term, ⌅ � (u� !), in
analogy to the induction equation for the magnetic field,
if the Reynolds numbers are high enough [20]. For very
low Mach numbers, however, density gradients start to
vanish, thus explaining the steep drop of dynamo growth
in compressively driven turbulence at low Mach number.
Analytic estimates [21] suggest that � ⇤ M3 in com-
pressively driven, acoustic turbulence [22], indicated as
dotted line in figure 3. The solid lines are fits with an
empirical model function,

f(x) =

✓
p0

xp1 + p2
xp3 + p4

+ p5

◆
xp6 . (4)

The fit parameters are given in table I. We emphasize
that the fits do not necessarily reflect the true asymp-

subsonic, solenoidal turbulence

subsonic,  
compressive turbulence

(Federrath et al., 2011, PRL, 107, 114505)

saturation level for supersonic,  
solenoidal turbulence

saturation level for supersonic,  
compressive turbulence

Saturation level
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comp. forcing), using ideal MHD on 1283 grid cells (a), non-
ideal MHD on 2563 (b), and 5123 grid cells (c), demonstrating
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kinematic Reynolds number (Re ⇥ 1500).

duces more space-filling, tangled field configurations, sug-
gesting that the dynamo is more e⇤ciently excited with
solenoidal forcing. This is quantitatively shown in fig-
ure 3, where we plot the growth rates, �, in the relation
Em = Em0 exp(�t), and the saturation level, (Em/Ek)sat
with the magnetic and kinetic energies Em and Ek as a

function of Mach number for all models. Both � and
(Em/Ek)sat depend strongly on M and on the turbu-
lent forcing. Solenoidal forcing gives growth rates and
saturation levels that are always higher than in compres-
sive forcing, as indicted by the di⇥erent field geometries
shown in figure 2. Both � and (Em/Ek)sat change sig-
nificantly at the transition from subsonic to supersonic
turbulence. We conclude that the formation of shocks
at M ⇥ 1 is responsible for destroying some of the co-
herent vortical motions necessary to drive the dynamo
[4]. However, as M is increased further, vorticity gener-
ation in oblique, colliding shocks [19] starts to dominate
over the destruction. The very small growth rates of the
subsonic, compressively driven models is due to the fact
that hardly any vorticity is excited. In the absence of the
baroclinic term, (1/⇥2)⌅⇥�⌅p, the only way to generate
vorticity, ! = ⌅�u, with compressive (curl-free) forcing
is via viscous interactions in the vorticity equation [6]:

⇤t! = ⌅� (u� !) + �⌅2! + 2�⌅� (S⌅ ln ⇥) . (3)

The second term on the right hand side of the last equa-
tion is di⇥usive. However, even with zero initial vorticity,
the last term generates vorticity via viscous interactions
in the presence of logarithmic density gradients. The
small seeds of vorticity generated this way are exponen-
tially amplified by the non-linear term, ⌅ � (u� !), in
analogy to the induction equation for the magnetic field,
if the Reynolds numbers are high enough [20]. For very
low Mach numbers, however, density gradients start to
vanish, thus explaining the steep drop of dynamo growth
in compressively driven turbulence at low Mach number.
Analytic estimates [21] suggest that � ⇤ M3 in com-
pressively driven, acoustic turbulence [22], indicated as
dotted line in figure 3. The solid lines are fits with an
empirical model function,

f(x) =

✓
p0

xp1 + p2
xp3 + p4

+ p5

◆
xp6 . (4)

The fit parameters are given in table I. We emphasize
that the fits do not necessarily reflect the true asymp-

subsonic, solenoidal turbulence

subsonic,  
compressive turbulence

(Federrath et al., 2011, PRL, 107, 114505)

saturation level for supersonic,  
solenoidal turbulence

saturation level for supersonic,  
compressive turbulence

This behavior is reproduced analytically using the Kazantsev formalism for 
very large and very small Prandtl numbers, and for the range from 
Kolmogorov to Burgers turbulence.
(Schober et al., 2012, PRE, 85, 026303, Schober et al. 2012, ApJ, 754, 99, Schober et al. 2012, PRE, submitted, Bovino et al., PRL, submitted)

Saturation level
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Fig. 1.— The hydrodynamic and magnetic Reynolds numbers,
Re and Rm, as well as the magnetic Prandtl numbers, Pm, as a
function of the hydrogen nuclei number density n. The two hor-
izontal lines indicate the critical magnetic Reynolds number for
Kolmogorov and Burgers turbulence (RmK

crit and RmB
crit) as de-

rived in Schober et al. (2011)

We take L to be the Jeans length, as this is the e↵ective
driving scale for turbulence in a collapsing system (Fed-
errath et al. 2011). Hence we set L ⇡

p
�kT/(Gm2n),

where G is the gravitational constant.
The resulting Reynolds numbers are shown in Figure 1 as
a function of the density. The critical magnetic Reynolds
numbers (5) are also indicated for the two extreme types
of turbulence.

Magnetic Prandtl Number— The definition of the mag-
netic Prandtl number is Pm ⌘ Rm/Re = ⌫/⌘. We can
calculate this quantity easily by using the equations (7)
and (11). In Figure 1 the density dependency of the
magnetic Prandtl number is shown.

Chemical and Thermal Evolution of The Gas— We deter-
mine the chemical and thermal evolution of gravitation-
ally collapsing primordial gas using the one-zone model
of Glover & Savin (2009), together with a modification
suggested by Schleicher et al. (2009) that relates the col-
lapse time to the equation of state. Glover & Savin
(2009) model the chemistry of the gas with a chemical
network that includes around 30 di↵erent atomic and
molecular species linked by around 400 di↵erent chemi-
cal reactions. In our calculations, we use the same initial
chemical abundances as in the default model in Glover &
Savin (2009). The elemental abundances of helium, deu-
terium and lithium relative to hydrogen are taken to be
0.083 for helium, 2.6⇥10�5 for deuterium and 4.3⇥10�10

for lithium (Cyburt 2004). The initial density and tem-
perature of the gas were assumed to be n0 = 1cm�3 and
T0 = 1000 K, respectively, but we have verified that our
results have little sensitivity to these values.
In Figure 2, we show how the fractional abundances of H,
He, H2, H+, Li+ and free electrons vary with increasing
density in our calculations. At densities n < 108 cm�3,
ionized hydrogen is the main positive ion, while at higher
densities, Li+ dominates. The sharp drop in the H+

abundance at densities n > 108 cm�3 results from the
removal of H+ from the gas by the reaction chain Glover
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Fig. 2.— The fractional abundances of di↵erent chemical species
as a function of the number density.
& Savin (2009):
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H+
3 + e�!H2 +H. (13)

3. RESULTS

3.1. Validity of our Approximation

In Figure 1 the magnetic Prandtl number Pm is shown
as a function of the density. During the whole collapse
its value changes over 25 orders of magnitude. At the
beginning of the collapse Pm ⇡ 1015, which is very high.
However, with increasing density Pm decreases rapidly.
We assume the approximation of large magnetic Prandtl
numbers to be valid until a particle density of about
106 cm�3, when Pm ⇡ 105 (see Schober et al. (2011)).
This means we can use the formula (6) safely to calculate
the growth rate of the small-scale dynamo up to densities
of roughly 106 cm�3. For larger densities the growth rate
decreases. Even for low magnetic Prandtl numbers, the
growth rate decreases only by a factor of a few (Schober
et al. 2011).

3.2. Small-Scale Dynamo Action during the Collapse

Critical Magnetic Reynolds Number— The dependence of
the magnetic Reynolds number on the density is shown in
Figure 1 together with the two extreme cases of Rmcrit.
One can see that the magnetic Reynolds number is larger
than Rmcrit for all densities. This means that the small-
scales dynamo can operate at all densities, unless, of
course, it is already saturated.

Growth Rate of Magnetic Fields— With the quantities de-
termined in the last section, we can calculate the growth
rate of the small-scale dynamo with equation (6) and
analyse the two extreme types of turbulence, Kolmogorov
with # = 1/3 and Burgers turbulence with # = 1/2. We
find

�K=
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L
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11

60

V

L
Re1/3. (14)

For the typical velocity of the gas V we again use the
sound speed cs and for the typical length L we use the
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Figure 6. Different characteristic scales as a function of the den-
sity. The dashed green line indicates the viscous scale, the dotted
red line the scale corresponding to the peak of the magnetic energy
spectrum, and the solid orange line the Jeans scale. We show the
results for Kolmogorov turbulence in the upper plot and the results
for Burgers turbulence in the lower plot.

scale

ℓp(t) = ℓν(tν) +

(
vJ
ℓϑJ

(t− tν)

)1/(1−ϑ)

, (22)

where tν is the point in time, when saturation occurs on
the viscous scale.
The slope of the curves proportional to ℓ−5/4 is known
as the Kazantsev slope in real space6, which can be de-
rived from the Fourier-transformed Kazantsev equation
(14) (Brandenburg & Subramanian 2005). This charac-
teristic slope is also observed in simulations (Federrath
et al. 2011a; Xu et al. 2011). The curve that connects the
peak maxima at different times (red-colored curve) is a
relic of the turbulence spectrum and thus is proportional
to ℓϑ.
At each time step we calculate the peak magnetic field
strength by solving the stationary case of equation (20).
However, we find that the magnetic field strength ex-
ceeds the equipartition field strength on scales larger
than the viscous scale. The reason for this is that the am-
bipolar dissipation rate, which is proportional to B2/ℓ2,
decreases rapidly in this regime. Thus, it cannot bal-
ance the growth rate any longer and we need to set

6 In many references the magnetic energy spectrum is given as a
function of the wave number k, defined for example as B2/(8πρ) =
1/2

∫
M(k)dk. In this case the Kazantsev slope is M(k) ∝ k3/2.

From this we find B2 ∝ k5/2 and B ∝ ℓ−5/4.
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Figure 7. The magnetic field strength as a function of the number
density on different scales. The dashed green line corresponds to
the field evolution on the viscous scale, the dotted red line to the
peak scale and the solid orange line to the Jeans scale. We show
the results for Kolmogorov turbulence in the upper plot and the
results for Burgers turbulence in the lower plot.

the equipartition field strength as an upper limit Bℓ,max.
With B2

ℓ,max/(8π) = 1/2ρv(ℓ)2 we find the maximum

magnetic field strength Bℓ,max =
√
4πρv(ℓ).

Taking the typical turbulent velocity on the scale of the
turbulence ℓ to be related to the sound-speed by v(ℓ) =
(ℓ/ℓJ)ϑcs ≃ (γkT/m)1/2(ℓ/ℓJ)ϑ, we find that

Bℓ,max =
√

4πγkTn (ℓ/ℓJ)
ϑ . (23)

Using the Kazantsev slope, we can extrapolate the mag-
netic field strength onto the current Jeans length. By
this we are able to determine the time evolution of the
magnetic field on the Jeans scale.
For this process to be relevant during collapse, the eddy-
timescale needs to be smaller than the collapse timescale.
Thus, the small-scale dynamo is unlikely to produce mag-
netic fields on scales larger than the Jeans scale. Figure
6 shows the viscous, the peak, and the Jeans scale as
a function of density. During the small-scale dynamo
growth the spectrum of the magnetic energy peaks at
the viscous scale. After saturation on the viscous scale
the peak moves to larger scales according to equation
(22) until it reaches the Jeans scale.

4.2. Resulting Jeans-Scale Magnetic Field

As described in the last section, we determine the mag-
netic field on the Jeans scale by extrapolation from the
peak scale. The result of the large-scale magnetic field
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Figure 8. The growth rate on the Jeans scale ΓJ after the dynamo
amplification compared to the diffusion rates as a function of the
number density. ΓOhm,J and ΓAD,J are the Ohmic and ambipolar
diffusion rate, respectively.

is shown in Figure 7 together with the field on the cur-
rent peak scale and the one on the viscous scale. One
can see that the magnetic energy is shifted rapidly onto
larger scales. For Kolmogorov turbulence the field on the
Jeans scale saturates at a density of roughly 3 cm−3 and
for Burgers at a density of roughly 4 cm−3. At the end
of dynamo growth on the Jeans scale we have a magnetic
field strength of about 10−6 G throughout the entire iner-
tial range of the turbulence, i.e. within the Jeans volume.

After the rapid initial dynamo amplification the
only way to amplify the magnetic field on the Jeans
scale further is gravitational compression, which leads
to B ∝ n2/3. However, the field has already reached
equipartition with the kinetic energy at the end of the
dynamo amplification and, thus, increases only with n1/2

(see equation 23). The growth rate of the magnetic field
on the Jeans scale ΓJ is then

ΓJ =
1

n

dn

dt
. (24)

In Figure 8 we compare the growth rate ΓJ to the am-
bipolar and Ohmic diffusion rates on the Jeans scale,
ΓAD,J and ΓOhm,J. As ΓJ is always larger than the dif-
fusion rates in the shown density range, the magnetic
energy on the Jeans scale is not dissipated again during
the collapse. At a density of 1012 cm−3, we determine
with B ∝ n1/2 a magnetic field strength of 0.4 G.

4.3. Implications for Numerical Simulations

Our calculations show that, due to the rather small vis-
cosity and resistivity in primordial gas, the hydrodynam-
ical Reynolds number, the magnetic Reynolds number
and the magnetic Prandtl numbers have very high val-
ues as long as the magnetic field is not saturated. Such
Reynolds numbers are well above what can be reached in
numerical simulations, implying that the physical growth
rate of the magnetic field largely exceeds the growth rate
obtained in numerical simulations. Particularly impor-
tant here is the fact that the typically unresolved viscous
scales are highly relevant for magnetic field amplification
even on larger scales. In this sense, numerical simula-
tions can only show the presence of a dynamo, but will
typically underestimate the magnetic field amplification

rate. This behavior has also been demonstrated in pio-
neering studies by Sur et al. (2010) and Federrath et al.
(2011a).
On the other hand, our results show that magnetic fields
quickly saturate once turbulence forms, and the limit-
ing timescale may thus be the timescale on which turbu-
lence is generated. This is again an issue which can be
addressed with numerical simulations, and indeed, sim-
ulations for instance by Turk et al. (2012) convincingly
demonstrated the release of turbulence from the gravita-
tional energy. Overall, such simulations are thus relevant
to explore the origin and generation of turbulence, while
the strength of the magnetic field should rather be es-
timated based on the physical growth rates. As a net
effect, we therefore expect that the magnetic energy is
always close to saturation once turbulence is generated
in the halo.

5. SUMMARY

We computed the evolution of the magnetic field and
its saturation level in typical primordial halos based on
the Kazantsev theory of the turbulent dynamo in com-
bination with a detailed description of the physical and
chemical processes in zero-metallicity gas. The model is
in principle applicable only to magnetic field fluctuations
on very small scales. However, when interested in the in-
fluence of the field on the overall dynamical evolution of
the halo gas, it is most important to understand how sat-
uration occurs on larger scales. To address this problem,
we also considered the transport of magnetic energy from
the viscous scale to the Jeans scale.
Starting with a weak magnetic seed field of 10−20 G, as
can be produced by the Biermann battery, we follow the
evolution of magnetic field fluctuations on the viscous
scale and found that they are amplified very rapidly on
timescales much shorter than the free-fall time. As a con-
sequence, the field saturates almost immediately after the
onset of gravitational collapse in the halo. By extrapo-
lating the small-scale magnetic field to larger scales and
assuming the peak of the magnetic spectrum shifts on
the local eddy timescale, we were able to follow the evo-
lution of the magnetic field strength throughout the full
inertial range within the Jeans volume. For typical halo
parameters, the dynamo growth of the magnetic energy
saturates at a density of roughly 3 cm−3 for Kolmogorov
turbulence and 4 cm−3 for Burgers turbulence. At this
point in time the field has a strength of about 10−6 G.
We point out, however, that the field continues to grow
in the collapsing gas due to gravitational compression.
Our results show that the magnetic energy on small
scales, and more importantly also on dynamically impor-
tant large scales, can grow to very high values. In order
to understand the influence of this strong field on the evo-
lution of the halo gas, it is important to know whether
the small-scale magnetic field can be transformed into a
coherent large-scale field. One way to produce more co-
herent magnetic structures is by forming disks, which is
suggested by Latif et al. (2011). However, exploring the
consequences of this idea is. Moreover, the saturation
behavior of the small-scale dynamo should be explored
further in the regime Pm < 1, as we have shown that
the magnetic Prandtl number is in this regime for high
densities.
If indeed the processes discussed here can produce dy-

in primordial 
minihalos

(Schober et al., 2012, PRE, 85, 026303,    see also Schober et al. 2012,  ApJ, 754, 99 )



questions

• small-scale turbulent dynamo is expected to operate 
during Pop III star formation

• process is fast (104 x tff), so primordial halos may 
collapse with B-field at saturation level!

• simple models indicate saturation levels of ~10%  
--> larger values via αΩ dynamo?

• QUESTIONS:

- does this hold for “proper” halo calculations (with 
chemistry and cosmological context)?

- what is the strength of the seed magnetic field?
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• magnetic field amplification for all 
gamma.

• BUT: very different morphology:  
- filaments for γ <1 and  
- roundish structures for γ >1

• implications for present-day 
molecular clouds?

γ = 1.2

γ = 1.1

γ = 0.9

γ = 0.7

zooming in on collapsing core
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Filaments in nearby molecular clouds

• QUESTION: to what degree are the 
filaments seen in nearby molecular 
clouds caused by EOS effects.

• molecular clouds form in thermally 
unstable gas with γ ~ 0.7 (i.e. they 
are in a cooling regime) 

IC 5146 as seen by Herschel

Rosette as seen by Herschel
Schneider et al. (2012, A&A, 540, L11) 

Arzoumanian et al. (2011, 529, L6)
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DM annihilation and SF

• assume there is DM and that the DM particles can 
self-annihilate (e.g. lowest-mass SUSY particle)

• adiabatic contraction will drag in DM particles as the 
gas collapses in the center of primordial halo 
--> as ρ increases, the annihilation rate goes up

• is there an evolutionary phase, when heating by DM 
annihilation compensates all cooling processes? 
--> YES say Freese et al. (2008), Spolyar et al. (2009), Gondolo 
et al. (2013, arXiv)   
--> MAYBE NOT say Iocco et al. (2008), Ripamonti & Iocco 
(2010), Hirano et al. (2011), Stacy et al. (2012), Rowan Smith et al. 
(2013)



Two different halo 
models with different 
assumptions of the 
DM particle mass. 

Rowan Smith et al. (2012, ApJ, 761, 154)
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In practice, this expression for τx is an underestimate, for a
couple of reasons. First, it assumes that the optical depth in any
direction from point r is the same as the value that we measure
along a ray passing radially outward, when in reality the optical
depths in other directions will be somewhat larger. Second, the
baryonic density profiles that we recover in our simulations do
not completely match up with the profile we assumed to derive
τx . Our assumed profiles and the real profiles both have power-
law slopes ρ ∝ r−2 in their outer regions, but the real profiles
do not have the completely flat core that we assume within rc.
Our estimate of τx is therefore too small at distances r ≪ rc,
meaning that our derived heating and ionization rates may also
be too small. In practice, we do not expect this to be a major
source of error, as in the regime where DMA becomes important,
gas with r ≪ rc will typically have τx ≫ 1, meaning that the
heating and ionization rates are insensitive to the precise value
of τx .

To convert from Qi, the total energy per unit time per unit
volume that goes into ionizations, to the ionization rates of the
individual chemical species present in the gas, we follow the
procedure outlined in Ripamonti et al. (2007). They identified
seven main reactions that can be caused by DMA: the ionization
of H, He, He+, and D, and the dissociation of H2, HD, and H+

2.
Between them, these seven reactions account for the bulk of the
energy lost in the form of ionizations or dissociations, and we
follow Ripamonti et al. (2007) and split the energy available
for ionization between these seven species according to their
relative abundances.

3. INITIAL CONDITIONS

We take our initial conditions from the cosmological simula-
tions and resimulations by Greif et al. (2011). These simulations
made use of the novel moving mesh code arepo (Springel 2010)
to fully resolve the formation of five minihalos from cosmolog-
ical initial conditions. Cells were refined during the evolution
to ensure that the Jeans length was always resolved by at least
128 mesh points, up until the point at which the maximum num-
ber density in the collapsing gas reached n = 109 cm−3. All
of the halos modeled by Greif et al. (2011) formed multiple
protostars with a range of masses.

For this work we cut out the central two parsecs of the Greif
et al. (2011) simulations and continue their evolution using
our modified version of gadget 2 with DMA, implemented
as discussed in the previous section. The halos were selected
at the point where their central gas number density reached
n = 106 cm−3 for the first time. We selected this point to
begin our resimulation because preliminary modeling using
simplified initial conditions showed that this was the point at
which indirect feedback from DMA-induced ionization first
becomes important.

Each mesh point in arepo is converted to an SPH particle with
the same properties (mass, momentum, etc.) as the original mesh
cell associated with that mesh point. As the network for
primordial chemistry that is implemented in arepo was derived
from the network that we use in gadget, both codes evolve
the same set of chemical species and it is straightforward to
transfer the standard abundances from one code to the other.
We use a fractional abundance of 10−3 for molecular hydrogen,
and a fractional abundance of 10−7 for the electron fraction
in all cases. The formation of the first protostar occurs in the
central region of the halos where the SPH particle masses are
10−4 M⊙, giving us a mass resolution of around 10−2 M⊙ (Bate

Table 1
Overview of Simulations

Simulation Annihilation DM Particle Mass
(GeV)

H1-ref No 0
H1-lm Yes 10
H1 Yes 100
H1-hm Yes 1000

H2-ref No 0
H2 Yes 100

& Burkert 1997). For a test of the effectiveness of using arepo
initial conditions for gadget 2 see Smith et al. (2011).

Greif et al. (2011) simulated the evolution of five different
DM halos. In this work, however, we focus on only two of
these five: Halo 1 (in the notation of Greif et al. 2011), which
in the original calculation rapidly fragments into a multiple
system, and Halo 2, which undergoes a phase of HD-dominated
cooling, which ultimately leads to less fragmentation (see Clark
et al. 2011a). Halo 1 has a mass of 1810 M⊙ within its central
2 pc and we denote it in our study as H1. Halo 2 has a mass of
1240 M⊙ within its central 2 pc, and will be referred to as H2.
Halo 1 has only ∼6.9×105 SPH particles and Halo 2 ∼6.3×105

particles, but due to the on-the-fly refinement used in arepo the
particle mass in the central regions of the halo is only 10−4 M⊙
as mentioned above. We did not include any traditional DM
particles, but instead treated the DM analytically as described
in the previous section.

For both halos, we run one simulation in which the effects
of DMA are not included (H1-ref, H2-ref) and a second which
assumes a DM particle mass of 100 GeV (H1, H2). For Halo 1,
we also run two simulations with different values of mx: one in
which we set mx = 10 GeV (H1-lm) and a second in which we
set mx = 1000 GeV (H1-hm). As the power produced per unit
volume by DMA scales as mxn

2
x ∝ mxρ

2
x/m2

x ∝ ρ2
x/mx , these

two runs correspond to cases in which the energy input rate is
increased or decreased by an order of magnitude, respectively.
As astrophysical constraints strongly disfavor DM masses
smaller than mx = 10 GeV (Schleicher et al. 2009b; Ackermann
et al. 2011; Galli et al. 2011), our H1-lm model should give an
indication of the largest effect that we can reasonably expect to
obtain from DMA. Details of our simulations are summarized
in Table 1.

4. COLLAPSE TO NEAR STELLAR DENSITIES

4.1. Densities and Temperatures

In Figure 1, we show the density profiles of gas and DM for
simulations H1, H1-lm, and H2, plus the two reference models.
The simulations are compared when the hydrogen nuclei number
density at the center of the halo first reaches 5×1014cm−3, which
corresponds to a DM core radius of rc ∼ 8 AU and a time of
roughly six years before the formation of the first protostar.
It is immediately apparent that the gas in each halo is able to
collapse to high densities, regardless of the strength of the DMA
feedback. This is true even in our maximal feedback model, H1-
lm, where the DM particle mass was only 10 GeV. For reference,
in Spolyar et al. (2008) it was predicted that collapse would stop
at densities of 1013 cm−3 for a DM mass of 100 GeV, and at
densities of 109 cm−3 for a DM mass of 10 GeV. We find no
evidence for this in our simulations. On the other hand, our
results are in good agreement with the one-dimensional results
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2. Initial Collapse

3. Secondary Fragmentation

We carried out SPH re-simulations of two cosmological halos
including the effects of dark matter annihilation (DMA) from a
dark matter density profile ρx of the form

outside the dark matter core Rc, and

inside the core. The core of the dark matter (DM) profile
decreased in radius and increased in density as the baryons
collapsed, following the relationship between the peak baryon
density n and the dark matter core density ρxc found in Spolyar
et. al. 2008.

Following Valdes & Ferrara 2008 we assumed a third of the DM
energy escapes via neutrinos and the remainder is split between
heating and ionisation components. The resulting heating rates are

where fa = 2/3 is the fraction of DMA energy that affects the gas,
Nann is the number of DM annihilations per unit volume, τx is the
optical depth of the gas to the annihilation products, fh and fi are the
fractional energies going into heating and ionisation respectively,
and mx is the mass of DM annihilated. We assume a dark matter
particle cross section of <σv>=3×10-26 cm3s-1, a super-symmetric
dark matter particle mass of 100 GeV and a gas opacity of κ=0.01
cm2g-1 to annihilation products for our fiducial case.

The extra heating Qh from annihilation is directly added to our time
dependent chemical network (Clark et. al. 2011a). However the
contribution of ionisation to the primordial chemical rates is more
complex as rather than heat the gas it changes the relative
abundances of the species. Ripamonti et al. 2007 outlined seven
reactions that are stimulated by dark matter annihilation, ionisation
of H, He, He+ and D, and dissociation of H2,HD and H2

+. As in
Ripamonti we split the energy Qi available for ionisation between
the species according to their relative abundances.

DMA can have both positive and negative effects on the gas
temperature in the halo. Positive effects come from direct heating
of the gas and destruction of H2 at high densities. Negative effects
come from an increased amount of H2 at low densities due to the
greater abundance of free electrons.

Fig 1: The density profile and gas temperatures in three simulated halos. H1 and H2
show our fiducial case for two different cosmological halos. H1_lm shows the case of
H1 with a lower dark matter particle mass of 10 GeV. The solid lines shows the
radially average baryon quantities, the dotted line shows the dark matter density. The
background grey scale shows the gas distributions before averaging. The dashed line
shows a reference case without DMA. Even in the presence of dark matter
annihilation the gas can collapse to high densities, however the density profile alters
and the central temperatures are much higher.

In Figure 1 we show the density and temperature profiles in our
halos. Despite the effects of DMA the gas successfully collapses to
densities greater than 1015 cm-3 in all three cases. Thus contrary to
the proposals of Spolyar et. al. 2008 and Freese et. al. 2008 a dark
star is not formed. These findings, however, are in agreement with
the 1D calculations of Ripamonti et. a. 2010.

However, DMA does alter the collapse, as the central gas
temperatures are greatly increased. This builds up a kink in the
density profile where there is additional thermal support. Figure 2
shows the heating and cooling rates in the gas. At densities of 109

to 1012 cm-3 the DMA annihilation heats the gas to temperatures of
2000 K. Beyond this point H2 begins to dissociate which acts as a
thermostat preventing further heating of the gas. To increase the
gas temperature further all the H2 must be dissociated and as the
timescale to do this is longer than the gas’s dynamical time the
collapse can continue. A further factor that allows collapse is that
the baryon density is continuing to increase within the DM core
meaning that the maximal effect is felt at the core boundary rather
than at the centre.

Fig 2: The major heating and cooling processes active in H1
at the point where DMA heating is predicted to prevent
collapse in Spolyar et. al. 2008. The DM heating is an
important contributor to the net heating between densities of
109-1012 cm-3. However the heating is insufficient to halt the
collapse due to cooling at higher densities from the
dissociation of H2 and charge transfer cooling.

Key Findings

Fig 3: The column
density at the centre of
H1 with and without
DMA feedback 500 yr
after the first sink forms.
Without DMA three
additional sink particles
form, however with DMA
the disk is stable and
does not fragment.

Fig 4: The column density at the centre of H2 at three times after the sink particle forms. A sink particle is
formed at a separation of 1000 AU from the central object after a period of ? Interestingly the sink
protostar has become displaced from its original position in panel 2 introducing the possibility that the
baryons may eventually decouple from the DM peak.

Above densities of 1015 cm3 we replace bound collapsing regions with sink particles (Bate et. al.
1995) and continue the calculation. Clark et. al. 2011b showed that the disks around primordial
protostars are unstable and form multiple fragments. Figure 3 shows the the column density of the
central region of H1 with and without fragmentation. In Halo 1 with DMA heating there is no
fragmentation in the disk. In the absence of DMA temperatures in the disk were around 1500K, but
with DMA the temperature rises to 2000K, this increase stabilises the disk and prevents
fragmentation.

Figure 4 shows the column density in Halo 2 with DMA at three snapshots in time. In this case a
secondary sink does form, but at a separation of 1000AU after ? years. In previous simulations
without DMA feedback, fragmentation occurred on AU scales a few years after the formation of the
first sink (Greif et. al. 2012). However there is a one qualification, in this work we assumed that the
DM distribution perfectly follows the peak baryon density ensuring a maximal effect of DMA. In Fig.
4 the position of the disk and sink particle becomes displaced from its original position and it is
unclear in our parameterised approach how the DM would respond to this movement. For instance
Stacy et. al. 2012 showed that interactions between fragments in a halo could both separate the
baryons from the DM peak and reduce the density of the peak itself.

1.  Dark matter annihilation feedback does not prevent the formation of Population III stars in primordial
halos, but it does alter the details of the collapse.

2.  However dark matter annihilation feedback does suppress fragmentation in primordial disks as it increases
the disk temperature.

We perform the first 3D simulations to include the effects of dark matter annihilation (DMA) in a
calculation of the collapse of a primordial halo to near stellar densities. We couple the DMA to a
time dependent chemical network, and include the effects of DMA induced ionisation. Despite
an increase in the temperature of the halos, the gas temperature cannot rise above 2000 K due
to cooling from H2 dissociation, and a normal population III stars forms at the centre.

After the first star forms, the increased temperatures in the disk suppress further fragmentation.
In our two simulated halos, fragmentation is suppressed completely in one, and only one
secondary protostar forms in the second. However it is possible that in the future the baryons
could become displaced from the dark matter peak and these effects could be reduced.

mean gas density / temperature  
with DM annihilation

reference case without DM annihilation

DM density

DM annihilation leads 
to disk heating and 

reduced fragmentation

Rowan Smith et al. (2012, ApJ, 761, 154)
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2. Initial Collapse

3. Secondary Fragmentation

We carried out SPH re-simulations of two cosmological halos
including the effects of dark matter annihilation (DMA) from a
dark matter density profile ρx of the form

outside the dark matter core Rc, and

inside the core. The core of the dark matter (DM) profile
decreased in radius and increased in density as the baryons
collapsed, following the relationship between the peak baryon
density n and the dark matter core density ρxc found in Spolyar
et. al. 2008.

Following Valdes & Ferrara 2008 we assumed a third of the DM
energy escapes via neutrinos and the remainder is split between
heating and ionisation components. The resulting heating rates are

where fa = 2/3 is the fraction of DMA energy that affects the gas,
Nann is the number of DM annihilations per unit volume, τx is the
optical depth of the gas to the annihilation products, fh and fi are the
fractional energies going into heating and ionisation respectively,
and mx is the mass of DM annihilated. We assume a dark matter
particle cross section of <σv>=3×10-26 cm3s-1, a super-symmetric
dark matter particle mass of 100 GeV and a gas opacity of κ=0.01
cm2g-1 to annihilation products for our fiducial case.

The extra heating Qh from annihilation is directly added to our time
dependent chemical network (Clark et. al. 2011a). However the
contribution of ionisation to the primordial chemical rates is more
complex as rather than heat the gas it changes the relative
abundances of the species. Ripamonti et al. 2007 outlined seven
reactions that are stimulated by dark matter annihilation, ionisation
of H, He, He+ and D, and dissociation of H2,HD and H2

+. As in
Ripamonti we split the energy Qi available for ionisation between
the species according to their relative abundances.

DMA can have both positive and negative effects on the gas
temperature in the halo. Positive effects come from direct heating
of the gas and destruction of H2 at high densities. Negative effects
come from an increased amount of H2 at low densities due to the
greater abundance of free electrons.

Fig 1: The density profile and gas temperatures in three simulated halos. H1 and H2
show our fiducial case for two different cosmological halos. H1_lm shows the case of
H1 with a lower dark matter particle mass of 10 GeV. The solid lines shows the
radially average baryon quantities, the dotted line shows the dark matter density. The
background grey scale shows the gas distributions before averaging. The dashed line
shows a reference case without DMA. Even in the presence of dark matter
annihilation the gas can collapse to high densities, however the density profile alters
and the central temperatures are much higher.

In Figure 1 we show the density and temperature profiles in our
halos. Despite the effects of DMA the gas successfully collapses to
densities greater than 1015 cm-3 in all three cases. Thus contrary to
the proposals of Spolyar et. al. 2008 and Freese et. al. 2008 a dark
star is not formed. These findings, however, are in agreement with
the 1D calculations of Ripamonti et. a. 2010.

However, DMA does alter the collapse, as the central gas
temperatures are greatly increased. This builds up a kink in the
density profile where there is additional thermal support. Figure 2
shows the heating and cooling rates in the gas. At densities of 109

to 1012 cm-3 the DMA annihilation heats the gas to temperatures of
2000 K. Beyond this point H2 begins to dissociate which acts as a
thermostat preventing further heating of the gas. To increase the
gas temperature further all the H2 must be dissociated and as the
timescale to do this is longer than the gas’s dynamical time the
collapse can continue. A further factor that allows collapse is that
the baryon density is continuing to increase within the DM core
meaning that the maximal effect is felt at the core boundary rather
than at the centre.

Fig 2: The major heating and cooling processes active in H1
at the point where DMA heating is predicted to prevent
collapse in Spolyar et. al. 2008. The DM heating is an
important contributor to the net heating between densities of
109-1012 cm-3. However the heating is insufficient to halt the
collapse due to cooling at higher densities from the
dissociation of H2 and charge transfer cooling.

Key Findings

Fig 3: The column
density at the centre of
H1 with and without
DMA feedback 500 yr
after the first sink forms.
Without DMA three
additional sink particles
form, however with DMA
the disk is stable and
does not fragment.

Fig 4: The column density at the centre of H2 at three times after the sink particle forms. A sink particle is
formed at a separation of 1000 AU from the central object after a period of ? Interestingly the sink
protostar has become displaced from its original position in panel 2 introducing the possibility that the
baryons may eventually decouple from the DM peak.

Above densities of 1015 cm3 we replace bound collapsing regions with sink particles (Bate et. al.
1995) and continue the calculation. Clark et. al. 2011b showed that the disks around primordial
protostars are unstable and form multiple fragments. Figure 3 shows the the column density of the
central region of H1 with and without fragmentation. In Halo 1 with DMA heating there is no
fragmentation in the disk. In the absence of DMA temperatures in the disk were around 1500K, but
with DMA the temperature rises to 2000K, this increase stabilises the disk and prevents
fragmentation.

Figure 4 shows the column density in Halo 2 with DMA at three snapshots in time. In this case a
secondary sink does form, but at a separation of 1000AU after ? years. In previous simulations
without DMA feedback, fragmentation occurred on AU scales a few years after the formation of the
first sink (Greif et. al. 2012). However there is a one qualification, in this work we assumed that the
DM distribution perfectly follows the peak baryon density ensuring a maximal effect of DMA. In Fig.
4 the position of the disk and sink particle becomes displaced from its original position and it is
unclear in our parameterised approach how the DM would respond to this movement. For instance
Stacy et. al. 2012 showed that interactions between fragments in a halo could both separate the
baryons from the DM peak and reduce the density of the peak itself.

1.  Dark matter annihilation feedback does not prevent the formation of Population III stars in primordial
halos, but it does alter the details of the collapse.

2.  However dark matter annihilation feedback does suppress fragmentation in primordial disks as it increases
the disk temperature.

We perform the first 3D simulations to include the effects of dark matter annihilation (DMA) in a
calculation of the collapse of a primordial halo to near stellar densities. We couple the DMA to a
time dependent chemical network, and include the effects of DMA induced ionisation. Despite
an increase in the temperature of the halos, the gas temperature cannot rise above 2000 K due
to cooling from H2 dissociation, and a normal population III stars forms at the centre.

After the first star forms, the increased temperatures in the disk suppress further fragmentation.
In our two simulated halos, fragmentation is suppressed completely in one, and only one
secondary protostar forms in the second. However it is possible that in the future the baryons
could become displaced from the dark matter peak and these effects could be reduced.

fragmentation 
without DM 
annihililation 
heating

reduced 
fragmentation 
with DM 
annihililation 
heating

Rowan Smith et al. (2012, ApJ, 761, 154)
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Figure 5. Rates of the major heating and cooling processes active in run H1 at the time when the central density first reaches n = 5 × 1014 cm−3. DMA heating is an
important contributor to the net heating between densities of 108–1012 cm−3. However, over most of this range, it is largely balanced by H2 line cooling, and provides
insufficient heating to halt the collapse. Above n ∼ 1012 cm−3, H2 line cooling becomes ineffective, and most of the energy introduced into the gas by DMA heating
is dissipated by H2 collisional dissociation and the destruction of H2 by charge transfer.
(A color version of this figure is available in the online journal.)

Figure 6. Rates for the major heating and cooling processes acting in simulation H1-ref at a point just before the formation of the first protostar. We show the rates at
a later time than in Figure 5 so that the behavior in the high density regime dominated by H2 dissociation cooling is clear. If we compare the results here with those in
Figure 5, we see that H2 dissociation cooling only becomes important at n ∼ 1014 cm−3, in contrast to n ∼ 1011 cm−3 in run H1. This is because the gas temperature
at these densities is lower in run H1-ref than in run H1, owing to the absence of DMA heating.
(A color version of this figure is available in the online journal.)

the results of other models; for instance, Yoshida et al. (2006)
find that H2 dissociation becomes significant at densities of
∼1015 cm−3, at which point the gas temperature is roughly
2000 K. The main effect of the DMA heating seems to be simply
to bring the gas to this state at an earlier point in its evolution.

4.2.2. Maximal Case

The previous analysis is for the fiducial case where the DM
particle mass was 100 GeV. However, even in our maximal case,
where the DM particle mass was 10 GeV, we find broadly similar
behavior. In Figure 7, we show the rates of the main heating and

8

The Astrophysical Journal, 761:154 (14pp), 2012 December 20 Smith et al.

Figure 5. Rates of the major heating and cooling processes active in run H1 at the time when the central density first reaches n = 5 × 1014 cm−3. DMA heating is an
important contributor to the net heating between densities of 108–1012 cm−3. However, over most of this range, it is largely balanced by H2 line cooling, and provides
insufficient heating to halt the collapse. Above n ∼ 1012 cm−3, H2 line cooling becomes ineffective, and most of the energy introduced into the gas by DMA heating
is dissipated by H2 collisional dissociation and the destruction of H2 by charge transfer.
(A color version of this figure is available in the online journal.)

Figure 6. Rates for the major heating and cooling processes acting in simulation H1-ref at a point just before the formation of the first protostar. We show the rates at
a later time than in Figure 5 so that the behavior in the high density regime dominated by H2 dissociation cooling is clear. If we compare the results here with those in
Figure 5, we see that H2 dissociation cooling only becomes important at n ∼ 1014 cm−3, in contrast to n ∼ 1011 cm−3 in run H1. This is because the gas temperature
at these densities is lower in run H1-ref than in run H1, owing to the absence of DMA heating.
(A color version of this figure is available in the online journal.)

the results of other models; for instance, Yoshida et al. (2006)
find that H2 dissociation becomes significant at densities of
∼1015 cm−3, at which point the gas temperature is roughly
2000 K. The main effect of the DMA heating seems to be simply
to bring the gas to this state at an earlier point in its evolution.

4.2.2. Maximal Case

The previous analysis is for the fiducial case where the DM
particle mass was 100 GeV. However, even in our maximal case,
where the DM particle mass was 10 GeV, we find broadly similar
behavior. In Figure 7, we show the rates of the main heating and

8



net heating in 
density range up 
to few x 1012 cm-3

but at higher n, 
cooling dominates

Rowan Smith et al. (2012, ApJ, 761, 154)

The Astrophysical Journal, 761:154 (14pp), 2012 December 20 Smith et al.

Figure 5. Rates of the major heating and cooling processes active in run H1 at the time when the central density first reaches n = 5 × 1014 cm−3. DMA heating is an
important contributor to the net heating between densities of 108–1012 cm−3. However, over most of this range, it is largely balanced by H2 line cooling, and provides
insufficient heating to halt the collapse. Above n ∼ 1012 cm−3, H2 line cooling becomes ineffective, and most of the energy introduced into the gas by DMA heating
is dissipated by H2 collisional dissociation and the destruction of H2 by charge transfer.
(A color version of this figure is available in the online journal.)

Figure 6. Rates for the major heating and cooling processes acting in simulation H1-ref at a point just before the formation of the first protostar. We show the rates at
a later time than in Figure 5 so that the behavior in the high density regime dominated by H2 dissociation cooling is clear. If we compare the results here with those in
Figure 5, we see that H2 dissociation cooling only becomes important at n ∼ 1014 cm−3, in contrast to n ∼ 1011 cm−3 in run H1. This is because the gas temperature
at these densities is lower in run H1-ref than in run H1, owing to the absence of DMA heating.
(A color version of this figure is available in the online journal.)

the results of other models; for instance, Yoshida et al. (2006)
find that H2 dissociation becomes significant at densities of
∼1015 cm−3, at which point the gas temperature is roughly
2000 K. The main effect of the DMA heating seems to be simply
to bring the gas to this state at an earlier point in its evolution.

4.2.2. Maximal Case

The previous analysis is for the fiducial case where the DM
particle mass was 100 GeV. However, even in our maximal case,
where the DM particle mass was 10 GeV, we find broadly similar
behavior. In Figure 7, we show the rates of the main heating and

8

The Astrophysical Journal, 761:154 (14pp), 2012 December 20 Smith et al.

Figure 5. Rates of the major heating and cooling processes active in run H1 at the time when the central density first reaches n = 5 × 1014 cm−3. DMA heating is an
important contributor to the net heating between densities of 108–1012 cm−3. However, over most of this range, it is largely balanced by H2 line cooling, and provides
insufficient heating to halt the collapse. Above n ∼ 1012 cm−3, H2 line cooling becomes ineffective, and most of the energy introduced into the gas by DMA heating
is dissipated by H2 collisional dissociation and the destruction of H2 by charge transfer.
(A color version of this figure is available in the online journal.)

Figure 6. Rates for the major heating and cooling processes acting in simulation H1-ref at a point just before the formation of the first protostar. We show the rates at
a later time than in Figure 5 so that the behavior in the high density regime dominated by H2 dissociation cooling is clear. If we compare the results here with those in
Figure 5, we see that H2 dissociation cooling only becomes important at n ∼ 1014 cm−3, in contrast to n ∼ 1011 cm−3 in run H1. This is because the gas temperature
at these densities is lower in run H1-ref than in run H1, owing to the absence of DMA heating.
(A color version of this figure is available in the online journal.)

the results of other models; for instance, Yoshida et al. (2006)
find that H2 dissociation becomes significant at densities of
∼1015 cm−3, at which point the gas temperature is roughly
2000 K. The main effect of the DMA heating seems to be simply
to bring the gas to this state at an earlier point in its evolution.

4.2.2. Maximal Case

The previous analysis is for the fiducial case where the DM
particle mass was 100 GeV. However, even in our maximal case,
where the DM particle mass was 10 GeV, we find broadly similar
behavior. In Figure 7, we show the rates of the main heating and

8

• DM annihilation does not 
stop collapse (see also 
Ripamonti & Iocco 2010)

• BUT: maybe we did not go 
to high enough densities 
(Gondolo et al. 2013)

• STILL TO DO: consistent 
calculation with live DM 
halo
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Hierarchical Bayesian model for STING galaxies reveal large galaxy-to-
galaxy variations and typically a sublinear slope. 
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Hierarchical Bayesian model for STING galaxies indicate varying depleting 
times. 

Shetty et al. (2013, arXiv:1306.2951)
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Figure 2. Depletion time τCO
dep

and surface density of STING Galaxies. Points indicate the directly measured values. Solid line is the

median of the Bayesian estimate, and thin lines mark the 2σ interval. The red dashed line indicates τCO
dep

=2 Gyr. The efficiency per free

fall time (ϵCO
ff

) is marked on the right ordinate.

As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective

c⃝ 2013 RAS, MNRAS 000, 1–5
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Table 1. Bayesian estimated parameters for the STING galaxies

Subject # Datapoints A 2σA N 2σN σscat τCO
dep(Σmol=50)1 τCO

dep(Σmol=100)1 τCO
dep(Σmol=150)1 τCO

dep(Σmol=200)1

1. NGC 0337 3 0.33 [−0.16, 0.91] 1.08 [0.68, 1.45] 0.09 0.1, 0.3, 0.9 0.1, 0.3, 1.1 0.1, 0.3, 1.2 0.1, 0.3, 1.2
2. NGC 0628 131 0.05 [−0.23, 0.38] 0.67 [0.46, 0.86] 0.04 2.6, 3.3, 4.1 3.2, 4.4, 6.2 3.5, 5.2, 7.8 3.8, 5.8, 9.3
3. NGC 0772 217 0.14 [−0.08, 0.34] 0.51 [0.40, 0.64] 0.04 4.0, 4.9, 6.0 5.6, 6.9, 8.4 6.7, 8.4, 10.5 7.6, 9.7, 12.5
4. NGC 1637 47 0.18 [−0.12, 0.59] 0.61 [0.34, 0.82] 0.05 2.2, 3.0, 4.2 2.6, 4.0, 6.3 2.8, 4.7, 8.5 2.9, 5.3, 10.1
5. NGC 3147 298 0.36 [ 0.10, 0.60] 0.43 [0.31, 0.57] 0.03 3.3, 4, 4.8 5.0, 6.0, 7.2 6.2, 7.6, 9.4 7.1, 8.9, 11.4
6. NGC 3198 18 0.05 [−0.39, 0.47] 0.93 [0.69, 1.20] 0.07 0.7, 1.2, 1.8 0.7, 1.2, 1.9 0.7, 1.2, 2.1 0.7, 1.3, 2.2
7. NGC 3593 141 −0.28 [−0.51, 0.07] 1.02 [0.91, 1.14] 0.08 1.1, 1.8, 2.7 1.1, 1.7, 2.6 1.1, 1.7, 2.6 1.1, 1.7, 2.6
8. NGC 3949 27 0.02 [−0.39, 0.53] 0.51 [0.14, 0.79] 0.06 4.4, 6.7, 10.0 5.3, 9.4, 17.2 5.9, 11.6, 24.1 6.2, 13.3, 30.4
9. NGC 4254 308 0.40 [ 0.20, 0.59] 0.57 [0.49, 0.67] 0.04 1.7, 2.1, 2.5 2.4, 2.8, 3.4 2.8, 3.4, 4.0 3.2, 3.8, 4.6
10. NGC 4273 103 0.06 [−0.17, 0.25] 0.89 [0.78, 1.02] 0.05 1.1, 1.4, 1.7 1.1, 1.5, 1.9 1.2, 1.6, 2.1 1.2, 1.6, 2.2
11. NGC 4536 67 0.15 [−0.13, 0.40] 0.90 [0.77, 1.05] 0.06 0.8, 1.0, 1.4 0.8, 1.1, 1.5 0.8, 1.1, 1.6 0.8, 1.2, 1.6
12. NGC 4654 168 −0.06 [−0.42, 0.16] 0.83 [0.70, 1.05] 0.04 1.8, 2.2, 2.7 1.9, 2.5, 3.2 2.0, 2.6, 3.4 2.1, 2.8, 3.8
13. NGC 5371 65 0.01 [−0.36, 0.45] 0.58 [0.28, 0.82] 0.05 3.9, 5.1, 6.8 4.8, 7.0, 10.1 5.4, 8.4, 13.0 5.8, 9.6 , 15.5
14. NGC 5713 220 −0.04 [−0.20, 0.12] 0.94 [0.85, 1.01] 0.13 0.8, 1.4, 2.5 0.8, 1.5, 2.7 0.8, 1.5, 2.7 0.9, 1.6, 2.8
15. NGC 6951 135 −0.27 [−0.42, 0.11] 0.91 [0.83, 0.99] 0.08 1.8, 2.6, 3.9 1.9, 2.8, 4.1 1.9, 2.9, 4.3 2.0, 3.0, 4.4

Group Parameters 1948 0.07 [−0.11, 0.27] 0.76 [0.60, 0.92] 0.09 1.0, 2.2, 4.8 1.1, 2.6, 6.2 1.1, 2.9, 7.3 1.2, 3.1, 8.2

1 Entries indicate the 2.5%, 50%, and 97.5% quantiles of τCO
dep (Gyr) at given values of Σmol (M⊙ pc−2).
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implications

• modern hierarchical Bayesian methods suggest the 
KS relation will vary from galaxy to galaxy and the 
slow of NH2 vs. NSFR is sublinear.

• that implies the depletion time is larger at higher 
(column)densities

• why?

- maybe CO is not a good tracer of SF (see also the 
extended discussion in Leroy et al. 2013)

- maybe there is H2 that is not traced by CO at low 
average densities (see Simon Glover’s talk)

- a large fraction of H2 may not be forming stars (low SFE)



summary



summary

• magnetic fields will influence first star formation  
→ influence on mass spectrum still not understood

• dark matter annihilation will not lead to “dark stars”, 
but it could reduce the level of fragmentation in first 
disks and influence Pop III mass spectrum and 
multiplicity

• on global scales the relation between molecular gas 
surface density and star formation (Kennicutt-
Schmidt relation) varies from galaxy to galaxy and it 
seem to be sublinear  
→ varying depletion timescales
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