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Magnetic field amplification by gravity-driven turbulence 7

Fig. 3.— a) Spherical slice of the gas density inside the Jeans volume at � = 12 for our run with 128 cells per Jeans length. b) Velocity
streamlines on a linear color scale ranging from dark blue (0 km s�1) to light gray (5 km s�1). c) Magnetic field lines, showing a highly
tangled and twisted magnetic field structure typical of the small-scale dynamo; yellow: 0.5mG, red: 1mG. d) Four randomly chosen,
individual field lines. The green one, in particular, is extremely tangled close to the center of the Jeans volume. e) Contours of the vorticity
modulus, |⌅⇥ v|, showing elongated, filamentary structures typically seen in subsonic turbulence (e.g., Frisch 1995). f) Spherical slice of
the divergence of the velocity field, ⌅ · v; white: compression, red: expansion.
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agenda

• remarks on star formation theory

- historic remarks

- current understanding

• applications / controversies / puzzles

- global star formation relations:  do we understand them?

- molecular gas:  are we sure we see all H2 gas?

- filaments:  is there a universal width?

NGC 3324 (Hubble, NASA/ESA)
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decrease in spatial scale / increase in density 

• density

- density of ISM: few particles per cm3

- density of molecular cloud: few 100 particles per cm3

- density of Sun: 1.4 g /cm3

• spatial scale

- size of molecular cloud: few 10s of pc

- size of young cluster: ~ 1 pc

- size of Sun: 1.4 x 1010 cm

Andromeda (R. Gendler)

NGC 602 in LMC (Hubble)

Proplyd in Orion (Hubble)

Sun (SOHO)
Earth



decrease in spatial scale / increase in density 

• contracting force

-  only force that can do this compression 
 is GRAVITY 

• opposing forces

-  there are several processes that can oppose gravity

-  GAS PRESSURE

-  TURBULENCE

-  MAGNETIC FIELDS 

-  RADIATION PRESSURE

Andromeda (R. Gendler)

NGC 602 in LMC (Hubble)

Proplyd in Orion (Hubble)

Sun (SOHO)
Earth

Modern star formation 
theory is based on the 
complex interplay between 
all these processes.



• Jeans (1902): Interplay between  
self-gravity and thermal pressure 
- stability of homogeneous spherical 

density enhancements against  
gravitational collapse 

- dispersion relation: 

- instability when  

- minimal mass:  
  

early theoretical models

Sir James Jeans, 1877 - 1946
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• von Weizsäcker (1943, 1951)  and  
Chandrasekhar (1951): concept of 
MICROTURBULENCE 
- BASIC ASSUMPTION: separation of  

scales between dynamics and turbulence 
lturb « ldyn 

- then turbulent velocity dispersion contributes 
to effective soundspeed: 

- ! Larger effective Jeans masses ! more stability 
- BUT: (1)  turbulence depends on k: 
 
          (2) supersonic turbulence    !                    usually 

first approach to turbulence

S. Chandrasekhar,  
1910 - 1995
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problems of early dynamical theory

• molecular clouds are highly Jeans-unstable, 
yet, they do NOT form stars at high rate  
and with high efficiency (Zuckerman & Evans 1974 conundrum) 
(the observed  global SFE in molecular clouds is ~5%)  
! something prevents large-scale collapse. 

• all throughout the early 1990’s, molecular clouds 
had been thought to be long-lived quasi-equilibrium 
entities. 

• molecular clouds are magnetized



• Mestel & Spitzer (1956): Magnetic 
fields can prevent collapse!!! 
- Critical mass for gravitational  

collapse in presence of B-field 

- Critical mass-to-flux ratio 
(Mouschovias & Spitzer 1976) 
  

- Ambipolar diffusion can initiate collapse

magnetic star formation 
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• BASIC ASSUMPTION: Stars form from  
magnetically highly subcritical cores 

• Ambipolar diffusion slowly  
increases (M/Φ): τAD ≈ 10τff 

• Once (M/Φ) > (M/Φ)crit : 
dynamical collapse of SIS 

•  Shu (1977) collapse solution 

•  dM/dt = 0.975 cs
3/G = const.  

• Was (in principle) only intended  
for isolated, low-mass stars

“standard theory” of star formation 

Frank Shu, 1943 -  

magnetic field



problems of “standard theory”

• Observed B-fields are weak, at most 
marginally critical (Crutcher 1999, Bourke et al. 
2001) 

• Magnetic fields cannot prevent decay of 
turbulence 
(Mac Low et al. 1998, Stone et al. 1998, Padoan & 
Nordlund 1999) 

• Structure of prestellar cores 
(e.g. Bacman  et al. 2000, Alves et al. 2001) 

• Strongly time varying dM/dt 
(e.g. Hendriksen et al. 1997, André et al. 2000) 

• More extended infall motions than 
predicted by the standard model 
(Williams & Myers 2000, Myers et al. 2000) 

• Most stars form as binaries 
(e.g. Lada 2006)

• As many prestellar cores as protostellar 
cores in SF regions (e.g. André et al 2002) 

• Molecular cloud clumps are chemically 
young  
(Bergin & Langer 1997, Pratap et al 1997, Aikawa 
et al 2001) 

• Stellar age distribution small (τff << τAD)  
(Ballesteros-Paredes et al. 1999, Elmegreen 2000, 
Hartmann 2001) 

• Strong theoretical criticism of the SIS as 
starting condition for gravitational 
collapse 
(e.g. Whitworth et al 1996, Nakano 1998, as 
summarized in Klessen & Mac Low 2004) 

• Standard AD-dominated theory is 
incompatible with observations  
(Crutcher et al. 2009, 2010ab, Bertram et al. 2011)

 (see e.g. Mac Low & Klessen, 2004, Rev. Mod. Phys., 76, 125-194,  
Klessen & Glover 2014, Saas Fee Lecture, arXiv:1412.5182, 1-191)



• laminar flows turn turbulent at high Reynolds numbers  
  

                                   
 
V= typical velocity on scale L,  ν = η/ρ = kinematic viscosity,     
turbulence for Re > 1000 ➞ typical values in ISM 108-1010 

• Navier-Stokes equation (transport of momentum) 

Re =

advection

dissipation

=

V L

⌫
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• putting all together, the momentum equation for ideal
gases in the absence of external forces, (2.24) or (2.20), but
with corrections from velocity gradients in non-equilibrium
systems to the stress-energy tensor (2.31), reads
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• the right-rand side of this equation can be simplified to
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• the left-hand side of (2.33) can be rewritten using the conti-
nuity equation (2.3),
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• we have now derived the transport equation for momen- see also Landau & Lifschitz, Vol.
6 “Hydrodynamics” §15tum in hydrodynamics, the Navier-Stokes equation:
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as expected, this simplifies to the Euler equation (2.24),

⇢
d~v
dt
= �~rP

for inviscid fluids, i.e. for ⌘ = ⇣ = 0;

 shear viscosity bulk viscosity 
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• we now examine how the symmetric and the antisymmet- the Levi-Civita tensor ✏i jk is the
totally skew-symmetric tensor
of rank 3; its values are

✏i jk =

8
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1 even permutations of 123
�1 odd permutations of 123

0 some indices are equal

recall also that
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ric parts behave if the velocity field is caused by rigid rota-
tion,

~v = ~! ⇥ ~x , vi = ✏i jk! jxk , (2.26)

we see that the antisymmetric part turns into
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while the symmetric part vanishes; our tensor �i j there-
more must be symmetric;

• we go one step further and we split the tensor �i j into a
contribution from shear flows (with vanishing trace) which
deform the medium and a contribution from compression
(with vanishing off-diagonal elements);

• the trace of 1/2(@vi/@x j +@v j/@xi) simply is the divergence of
~v:
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and we can construct the trace-free residual, the shear ten-
sor, as
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• putting it all together, we obtain the most general form of
the viscous stress tensor,
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where the coefficients ⌘ and ⇣ determine the relative impor-
tance of shear and compression to the viscous stresses in
the fluids; consequently, ⌘ is called shear viscosity coeffi-
cient (sometimes second viscosity) and ⇣ bulk viscosity co-
efficient; both are characteristics of the material under con-
sideration and can be determined experimentally;

• the corresponding the stress-energy tensor with contribu-
tions from velocity gradients is then

Ti j = ⇢viv j + P�i j � �i j , (2.31)

where the minus sign is conventional;

viscous stress tensor   

properties of turbulence



• laminar flows turn turbulent at high Reynolds numbers  
  

                                   
 
V= typical velocity on scale L,  ν = η/ρ = kinematic viscosity,     
turbulence for Re > 1000 ➞ typical values in ISM 108-1010 

• vortex streching --> turbulence is intrinsically anisotropic  
(only on large scales you may get  
homogeneity & isotropy in a statistical sense;  
see Landau & Lifschitz, Chandrasekhar, Taylor, etc.) 
 
  
(ISM turbulence: shocks & B-field  
cause additional inhomogeneity) 

Re =

advection

dissipation

=

V L

⌫

properties of turbulence
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ηK
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energy source & scale 
NOT known  
(supernovae, winds,  
spiral density waves?)

dissipation scale not known 
(ambipolar diffusion,   
molecular diffusion?)

turbulent cascade in the ISM

• scale-free behavior of turbulence 
in the range 

• slope between -5/3 ... -2 
• energy “flows” from large to small 

scales, where it turns into heat 
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L
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≈ Re3/ 4

•

transfer



•

 molecular clouds 

σrms  ≈ several km/s 
Mrms > 10 
    L  > 10 pc
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•

 massive cloud cores 

σrms  ≈ few km/s         
Mrms ≈ 5 
      L ≈ 1 pc 

•

dense  
protostellar  
cores 

σrms << 1 km/s          
Mrms ≤ 1    
     L ≈ 0.1 pc 

turbulent cascade in the ISM



• BASIC ASSUMPTION:   
  

star formation is controlled by interplay between 
supersonic turbulence and self-gravity  

• turbulence plays a dual role: 

- on large scales it provides support 

- on small scales it can trigger collapse 

• some predictions: 

- dynamical star formation timescale τff 

- high binary fraction 

- complex spatial structure of  
embedded star clusters 

- and many more . . .

gravoturbulent star formation

Mac Low & Klessen, 2004, Rev. Mod. Phys., 76, 125-194 
McKee & Ostriker, 2007, ARAA, 45, 565 
Klessen & Glover 2014, Saas Fee Lecture, arXiv:1412.5182, 1-191



• interstellar gas is highly inhomogeneous 
• gravitational instability 
• thermal instability  
• turbulent compression (in shocks δρ/ρ ∝ M2; in atomic gas: M ≈ 1...3)  

• cold molecular clouds can form rapidly in high-density regions at stagnation 
points of convergent large-scale flows  

• chemical phase transition:  atomic ! molecular 
• process is modulated by large-scale dynamics in the galaxy 

• inside cold clouds: turbulence is highly supersonic (M ≈ 1...20)  
→ turbulence creates large density contrast,  
    gravity selects for collapse  
 

⎯⎯⎯⎯→ GRAVOTUBULENT FRAGMENTATION  
• turbulent cascade: local compression within a cloud provokes collapse ! 

formation of individual stars and star clusters 

 (e.g. Mac Low & Klessen, 2004, Rev. Mod. Phys., 76, 125-194)
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gravoturbulent star formation
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Figure 4. Histograms of the pixel-averaged H i brightness temperature where significant CO emission is detected for Type I (blue), Type II (yellow), and Type III (red)
GMCs. Histograms are shown for the whole LMC, and for three different regions—Bar, North, and Arc—which are indicated in the right panel.
(A color version of this figure is available in the online journal.)

envelopes each GMC. The associated H i is often elongated
along the GMCs and the region of intense H i emission is usu-
ally <100 pc wide. The CO emission typically extends over a
velocity range of ∼5 km s−1; beyond a few times this veloc-
ity range, the associated H i emission generally becomes much
weaker or disappears.

3.2. Physical Properties of the H i Envelope

In general, it is a complicated task to derive reliable physical
properties of the H i gas associated with a GMC because the
H i profiles are a blend of several different components along
the line of sight, making it difficult to select the H i gas that is
physically connected to a GMC. Another obstacle is that the H i
emission is spatially more extended than the CO emission and
has a less clear boundary than the CO.

For our analysis, we first selected GMCs with simple single-
peaked H i profiles from the Fukui et al. (2008) catalog. The
resulting sample consists of 123 GMCs in total. Their catalog
numbers and basic physical properties, taken from Fukui et al.
(2008), are listed in Table 2. For these GMCs, we tested
whether there was a bias in their location with respect to
the kinematic center of the galaxy, in their CO line width or
in their molecular mass. The histograms in Figure 6 indicate
that there is no particular trend for these properties of the
selected GMCs compared to GMCs in the complete catalog,
suggesting that there is no appreciable selection bias. We
applied a Kolmogorov–Smirnov test to the three histograms
and calculated maximum deviations of 0.031, 0.061, and 0.117,
respectively, for the three parameters. These values are less than
the critical deviation, 0.129, for a conventional significance level
of 0.05, confirming that there is no selection bias.

Next, we made Gaussian fits to the H i and CO profiles
toward the CO peak of each GMC. This procedure yields a

peak intensity, peak velocity, and half-power line width for each
line profile (a summary is given for each GMC type in Table 1).
Figure 7 shows the relation between the CO line width and the
difference between the CO and H i peak velocities. We find the
H i and CO peak velocities to be in good agreement, showing
only a small scatter of less than a few km s−1. Figure 8 shows
two histograms of the H i and CO line widths. We see that the
H i line width is typically 14 km s−1, roughly three times larger
than that of CO. Figure 9 shows a correlation between H i and
CO line widths. The two quantities show a positive correlation
with a correlation coefficient of 0.39. The correlation coefficient
is determined using the Spearman rank method throughout this
paper. The kinematic properties of H i and CO, as illustrated in
Figures 7 and 9, lend further support to a physical association
between the H i and CO.

In order to estimate the size of the H i envelope surrounding
each GMC, we construct an H i integrated intensity map of
each GMC. First, we find the local peak in the H i intensity cube
surrounding the CO emission, and then integrate the H i intensity
over the velocity channels corresponding to the FWHM of the
H i line profile at this peak position. Next we estimate the area,
S, where the H i integrated intensity is greater than 80% of the
value at the local H i peak. We then calculate the radius of the
H i envelope, R(H i), from its projected area, S = πR(H i)2.
The H i integrated intensity is calculated for all the pixels
with detectable CO emission; the spatial distribution of the
H i emission generally shows a peak and a reasonably defined
boundary. The 80% level was chosen after a few trials using
different levels; it is the maximum value for which a reasonable
H i size is obtained for 116 of the 123 envelopes. While 80%
seems to be rather high for such a definition of a cloud envelope,
the H i size can be unrealistically large compared to the CO
cloud size along a filamentary H i distribution if we use a lower

molecular cloud formation

Idea: 

Molecular clouds form at 
stagnation points of large-
scale convergent flows, 
mostly triggered by global 
(or external) perturbations. 
Their internal turbulence is 
driven by accretion, i.e. by 
the process of cloud 
formation

Fukui et al. (2009)

• molecular clouds grow in 
mass 

• this is inferred by looking at 
molecular clouds in different 
evolutionary phases in the 
LMC (Fukui et al. 2008, 2009)
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Figure 4. Histograms of the pixel-averaged H i brightness temperature where significant CO emission is detected for Type I (blue), Type II (yellow), and Type III (red)
GMCs. Histograms are shown for the whole LMC, and for three different regions—Bar, North, and Arc—which are indicated in the right panel.
(A color version of this figure is available in the online journal.)

envelopes each GMC. The associated H i is often elongated
along the GMCs and the region of intense H i emission is usu-
ally <100 pc wide. The CO emission typically extends over a
velocity range of ∼5 km s−1; beyond a few times this veloc-
ity range, the associated H i emission generally becomes much
weaker or disappears.

3.2. Physical Properties of the H i Envelope

In general, it is a complicated task to derive reliable physical
properties of the H i gas associated with a GMC because the
H i profiles are a blend of several different components along
the line of sight, making it difficult to select the H i gas that is
physically connected to a GMC. Another obstacle is that the H i
emission is spatially more extended than the CO emission and
has a less clear boundary than the CO.

For our analysis, we first selected GMCs with simple single-
peaked H i profiles from the Fukui et al. (2008) catalog. The
resulting sample consists of 123 GMCs in total. Their catalog
numbers and basic physical properties, taken from Fukui et al.
(2008), are listed in Table 2. For these GMCs, we tested
whether there was a bias in their location with respect to
the kinematic center of the galaxy, in their CO line width or
in their molecular mass. The histograms in Figure 6 indicate
that there is no particular trend for these properties of the
selected GMCs compared to GMCs in the complete catalog,
suggesting that there is no appreciable selection bias. We
applied a Kolmogorov–Smirnov test to the three histograms
and calculated maximum deviations of 0.031, 0.061, and 0.117,
respectively, for the three parameters. These values are less than
the critical deviation, 0.129, for a conventional significance level
of 0.05, confirming that there is no selection bias.

Next, we made Gaussian fits to the H i and CO profiles
toward the CO peak of each GMC. This procedure yields a

peak intensity, peak velocity, and half-power line width for each
line profile (a summary is given for each GMC type in Table 1).
Figure 7 shows the relation between the CO line width and the
difference between the CO and H i peak velocities. We find the
H i and CO peak velocities to be in good agreement, showing
only a small scatter of less than a few km s−1. Figure 8 shows
two histograms of the H i and CO line widths. We see that the
H i line width is typically 14 km s−1, roughly three times larger
than that of CO. Figure 9 shows a correlation between H i and
CO line widths. The two quantities show a positive correlation
with a correlation coefficient of 0.39. The correlation coefficient
is determined using the Spearman rank method throughout this
paper. The kinematic properties of H i and CO, as illustrated in
Figures 7 and 9, lend further support to a physical association
between the H i and CO.

In order to estimate the size of the H i envelope surrounding
each GMC, we construct an H i integrated intensity map of
each GMC. First, we find the local peak in the H i intensity cube
surrounding the CO emission, and then integrate the H i intensity
over the velocity channels corresponding to the FWHM of the
H i line profile at this peak position. Next we estimate the area,
S, where the H i integrated intensity is greater than 80% of the
value at the local H i peak. We then calculate the radius of the
H i envelope, R(H i), from its projected area, S = πR(H i)2.
The H i integrated intensity is calculated for all the pixels
with detectable CO emission; the spatial distribution of the
H i emission generally shows a peak and a reasonably defined
boundary. The 80% level was chosen after a few trials using
different levels; it is the maximum value for which a reasonable
H i size is obtained for 116 of the 123 envelopes. While 80%
seems to be rather high for such a definition of a cloud envelope,
the H i size can be unrealistically large compared to the CO
cloud size along a filamentary H i distribution if we use a lower

zooming in ...



image from Alyssa Goodman: COMPLETE survey

position-position-velocity structure of the Perseus cloud



Schmidt et al. (2009, A&A, 494, 127)



caveat of numerical simulations

•  most astrophysical turbulence simulations use an LES approach to  
 model the flow 

•  principal problem: only large scale flow properties  
-  Reynolds number: Re = LV/ν  (Renature >> Remodel) 
-  dynamic range much smaller than true physical one 
-  need subgrid model (often only dissipation) 
-  but what to do for more complex when  

 processes on subgrid scale determine  
 large-scale dynamics  
 (chemical reactions, nuclear burning, etc)  

-  Turbulence is “space filling” --> difficulty  
 for AMR (don’t know what criterion to use 
 for refinement) 

•   how large a Reynolds number do  
  we need to catch basic dynamics  
  right?

log E

L-1 ηK
-1

true dynamic range

dynamic range 
of model



including detailed 

chemistry



chemical model 0

32 chemical species 
17 in instantaneous equilibrium: 

19 full non-equilibrium evolution 

218 reactions 
various heating and cooling processes

long series of publications by Simon Glover and collaborators, e.g. Glover & Mac Low (2007ab), Glover, Federrath, Mac Low, Klessen (2010),  
Glover & Clark (2012, 2013), Clark & Clover (2012, 2013)
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example: 

12 CO / 
13 CO ratio



1
1 CO chemistry in GMCs

(Szücs, Glover, Klessen 2014, MNRAS 445, 4055-4072)
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formula (Bohlin, Savage & Drake 1978; Draine & Bertoldi 1996)

AV = Ntot

1.8699 × 1021 cm2
× fdg, (2)

where Ntot is the total H nuclei column density and fdg = Z/Z⊙ is
the factor correcting for the simulation metallicity.

We model the attenuation of the ISRF by multiplying the optically
thin photodissociation rates with shielding factors depending on the
column density and visual extinction. The H2 photodissociation
rate is attenuated due to dust absorption and H2 self-shielding.
The dust shielding factor can be calculated in the plane-parallel
approximation by

!dust = exp(−γAV) (3)

with γ = 3.74 (Draine & Bertoldi 1996). The self-shielding fac-
tor depends on the H2 column density and is calculated according
to equation 37 in Draine & Bertoldi (1996). In the case of 12CO
and 13CO, the shielding is due to dust absorption, the H2 Lyman–
Werner lines and CO self-shielding. The shielding factor due to
dust absorption for both isotopic species is given by equation (3)
with γ = 3.53. The tabulated CO shielding by H2 and self-shielding
factors are adopted from Visser et al. (2009). We used the same re-
lation between the column density and the CO self-shielding factor
for both CO isotopes when calculating the self-shielding, but with
the corresponding isotope column density.

We refer to section 2.2 in Glover et al. (2010) for a more detailed
description of the adopted treatment of photochemistry.

2.3 Thermal model

We calculate the thermal balance and temperatures of gas and dust
self-consistently, taking a number of cooling and heating processes
into account. The temperature structure of the cloud has a large im-
pact on the chemical fractionation (due to the temperature barrier for
the right-to-left path), a moderate effect on the selective photodisso-
ciation (more strongly isotope selective in colder gas; discussed in
detail in Visser et al. (2009), but not considered here) and significant
influence on CO excitation, therefore a realistic thermal model is
necessary.

The adopted thermal model – with the complete list of heating
and cooling processes and rates – is presented in section 3.2.4 of
Glover & Clark (2012a). Fig. 2 summarizes the contributions of

thermal processes to the thermal balance in our simulations. The
dominant heating processes are the photoelectric, shock, cosmic ray,
and P dV (expansion and contraction) heating. The major coolants
at low and intermediate densities are C+ and CO, while at high
density cooling is dominated by the dust. We consider the C+ and
CO isotopes separately when calculating the cooling rates. Thanks
to its lower optical depth, 13CO might became as effective coolant
as 12CO at densities higher than 104 cm−3. However, the effect of
this on the thermal balance is negligible, since at these densities,
dust cooling is already the dominant process.

2.4 Initial conditions

Our basic initial setup is identical to Glover & Clark (2012a). We
start the simulations with a uniform density sphere with 104 M⊙
total mass. The initial volume density of the sphere is set to 300 or
1000 cm−3, resulting in an approximate cloud radius of 6 or 4 pc,
respectively. The initial velocities of the SPH particles are cho-
sen so that the initial velocity field has a steep power spectrum with
P(k) ∝ k−4, using the ‘cloud-in-cell’ scheme (Hockney & Eastwood
1988; Mac Low et al. 1998). The velocity field is scaled such that
the total kinetic energy equals to the gravitational potential energy,
corresponding to 3D root-mean-square (rms) velocities (σ rms, 3D) of
2.81 and 3.43 km s−1 for the different initial densities. We do not
apply turbulent driving during the simulations and the turbulence is
allowed to dissipate freely through shocks and numerical viscosity.
Consequently, the overall rms velocity of the cloud decreases with
time. In the first ∼0.5 Myr, the rms velocity stagnates; afterwards,
it decreases with time as σ rms, 3D(t) ∝ t−0.24. By the time of the anal-
ysed snapshots, it reaches the values of 2 and 2.6 km s−1. The initial
gas and dust temperature are uniform at 20 and 15 K, respectively.

In the case of the solar metallicity (Z⊙) runs, the adopted ini-
tial abundances of 12C, 13C and O relative to hydrogen nuclei are
x12C = 1.4 × 10−4, x13C = 2.3 × 10−6 and xO = 3.2 × 10−4, re-
spectively (Sembach et al. 2000). In the case of ‘fully molecular’
initial composition (models a to f), all hydrogen atoms are in H2

form, while when ‘atomic’ initial conditions are adopted (model g,
see discussion in Appendix B), then all hydrogen is atomic and neu-
tral. In both cases, we assume that all carbon is in ionized form. The
helium is neutral and its fractional abundance is 0.079, equivalent
to 24 per cent mass fraction, in all simulations. The total abundance
of low ionization potential metals (Na, Mg, etc.) is xM = 1 × 10−7.

Figure 2. The median cooling and heating rates as a function of hydrogen nuclei number density for the fiducial model (d). The cooling rates of C-bearing
molecules are calculated separately for the 12C and 13C isotopologues but their combined rates are shown here. The exception is CO, for which we also plot
the isotopic contributions separately. For the detailed description of the cooling and heating processes, see Glover & Clark (2012a).
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all relevant heating and cooling processes:
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1 Fitting formula

(Szücs et al. 2014, MNRAS 445, 4055-4072)

The 12CO/13CO ratio in MCs 4063

Table 2. Coefficients of the best-fitting polynomials in the case of the 12CO column density–isotope ratio correlation.

Model a0, 12 a1, 12 a2, 12 a3, 12 a4, 12 a5, 12

a 44 118.20 ± 946.40 − 16 028.90 ± 336.30 2308.65 ± 47.51 − 164.3870 ± 3.336 5.781 27 ± 0.1164 − 0.080 301 ± 0.001 62
b 39 398.60 ± 990.50 − 14 339.70 ± 348.80 2069.68 ± 48.80 − 147.7000 ± 3.390 5.206 28 ± 0.1170 − 0.072 481 ± 0.001 60
c − 129 934.00 ± 22 970.00 39 353.20 ± 7218.00 − 4717.00 ± 904.00 279.7200 ± 56.410 − 8.206 54 ± 1.7540 0.095 312 ± 0.021 70
d 23 435.20 ± 1973.00 − 8696.25 ± 675.90 1277.96 ± 91.93 − 92.6067 ± 6.206 3.304 31 ± 0.2079 − 0.046 415 ± 0.002 77
e 16 928.80 ± 919.10 − 6337.57 ± 320.20 939.74 ± 44.29 − 68.6503 ± 3.041 2.466 68 ± 0.1037 − 0.034 852 ± 0.001 41
f 6002.58 ± 2009.00 − 2530.75 ± 701.70 416.65 ± 96.97 − 33.2072 ± 6.631 1.281 80 ± 0.2244 − 0.019 203 ± 0.003 01

combined 23 619.40 ± 1657.00 − 8801.37 ± 566.20 1298.19 ± 76.76 − 94.3795 ± 5.162 3.377 43 ± 0.1723 − 0.047 569 ± 0.002 28

ratios follow the probability density distribution well, justifying our
approach.

The mean isotope ratio curves show a very good overall agree-
ment in all cases (see Fig. 7). However, there is a weak cor-
relation between the curve shape and the physical parameters.
A higher initial density (n0) might result in higher isotope ra-
tios at high 12CO column densities. As the metallicity decreases
from 1 to 0.3 Z⊙, the isotope-selective photodissociation seem to
increase the 12CO/13CO ratio slightly above the elemental at CO
column densities below 1011 cm−2 (middle panel). The decreasing
radiation field strength seems to decrease the minimum isotope ratio
from 19.23 ± 2.98 to 14.40 ± 1.17 (right-hand panel).

The depth of the dip in the isotope ratio curve is expected to
depend on the gas temperature (and therefore the heating and cool-
ing processes) of the corresponding cloud regions. The chemical
fractionation has an energy barrier for the right to left reaction path
(see equation 1 and Section 2.1), which is approximately 35 K. At
temperature much higher than this, the reaction could proceed in
both directions with similar rate, resulting in a less enhanced 13CO
abundance and an isotope ratio closer to the 12C/13C ratio (e.g.
Röllig & Ossenkopf 2013).

We emphasize, however, that these trends are not statistically
significant in our simulations, and the model-by-model deviations
of the isotope ratio curves are typically comparable to the standard
deviations of the ratio. From this point on, we dispense with further
investigation of the trends in the mean isotope ratio curves with
physical parameters and assume that there is an unequivocal corre-
lation between the 12CO column density and the 12CO/13CO ratio
which is independent of the parameters we vary in the simulations.

3.3 Fitting formula

To derive a functional form for the N(12CO)-isotope ratio rela-
tionship, we fit the curves presented in Fig. 7 individually and
together using the non-linear least-squares Marquardt–Levenberg
algorithm implemented in GNUPLOT4 (Williams et al. 2011). The
combined data are constructed from all models except models (c)
and (g), due to the low numerical resolution at low column den-
sities in the former and for the sake of consistency in the latter
case. We fitted fourth-, fifth- and sixth-order polynomial func-
tions taking the standard deviation of each data point into account.
The best-fitting fourth-order polynomial overpredicts the ratios for
1015 cm−2 < N(12CO) < 1017 cm−2, and underpredicts in every
other case. The sixth-order polynomial does not provide a signifi-
cantly better fit than the fifth-order polynomial, therefore we chose
to use the best-fitting fifth-order polynomial for the further analysis.

4 http://gnuplot.sourceforge.net/

Figure 8. Similar to Fig. 7. Here, we compare the N(12CO)-isotope ratio
curves derived from the simulation (coloured dotted lines) to the adopted
fitting formula (black solid line). The upper panel shows the percentage
error of the formula when compared to the model data.

The best-fitting polynomial coefficients are presented in Table 2 for
the individual and the combined data.

We adopt the best-fitting coefficients for the combined model with
the modifications that the ratio at 12CO column densities lower than
3.2 × 1010 cm−2 is equal to the ratio at N (12CO) = 3.2 × 1010 cm−2

and we set the ratio to 60 above an upper limit of N (12CO) =
6 × 1018 cm−2. The final form of our fitting formula is

r(N12)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

r(N12 = 3.2 × 1010) if N12 < 3.2 × 1010

a0,12 + a1,12 log10(N12)
+a2,12 log10(N12)2

+a3,12 log10(N12)3

+a4,12 log10(N12)4

+a5,12 log10(N12)5 if 3.2 × 1010 ≤ N12 ≤ 6 × 1018

60 if N12 > 6 × 1018

,

(4)

where r is the 12CO/13CO ratio and N12 is the 12CO column density
in units of cm−2. To justify this choice, we compare the function
derived from the combined models to the individual models. The
bottom panel of Fig. 8 shows the unmodified curves from Sec-
tion 3.2 for all models with the standard deviations represented by
the vertical lines. The black line represents the fitting function. The
top panel shows the per cent error between the data points from the
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(Szücs et al. 2014, MNRAS 445, 4055-4072)

The 12CO/13CO ratio in MCs 4063

Table 2. Coefficients of the best-fitting polynomials in the case of the 12CO column density–isotope ratio correlation.

Model a0, 12 a1, 12 a2, 12 a3, 12 a4, 12 a5, 12

a 44 118.20 ± 946.40 − 16 028.90 ± 336.30 2308.65 ± 47.51 − 164.3870 ± 3.336 5.781 27 ± 0.1164 − 0.080 301 ± 0.001 62
b 39 398.60 ± 990.50 − 14 339.70 ± 348.80 2069.68 ± 48.80 − 147.7000 ± 3.390 5.206 28 ± 0.1170 − 0.072 481 ± 0.001 60
c − 129 934.00 ± 22 970.00 39 353.20 ± 7218.00 − 4717.00 ± 904.00 279.7200 ± 56.410 − 8.206 54 ± 1.7540 0.095 312 ± 0.021 70
d 23 435.20 ± 1973.00 − 8696.25 ± 675.90 1277.96 ± 91.93 − 92.6067 ± 6.206 3.304 31 ± 0.2079 − 0.046 415 ± 0.002 77
e 16 928.80 ± 919.10 − 6337.57 ± 320.20 939.74 ± 44.29 − 68.6503 ± 3.041 2.466 68 ± 0.1037 − 0.034 852 ± 0.001 41
f 6002.58 ± 2009.00 − 2530.75 ± 701.70 416.65 ± 96.97 − 33.2072 ± 6.631 1.281 80 ± 0.2244 − 0.019 203 ± 0.003 01

combined 23 619.40 ± 1657.00 − 8801.37 ± 566.20 1298.19 ± 76.76 − 94.3795 ± 5.162 3.377 43 ± 0.1723 − 0.047 569 ± 0.002 28

ratios follow the probability density distribution well, justifying our
approach.

The mean isotope ratio curves show a very good overall agree-
ment in all cases (see Fig. 7). However, there is a weak cor-
relation between the curve shape and the physical parameters.
A higher initial density (n0) might result in higher isotope ra-
tios at high 12CO column densities. As the metallicity decreases
from 1 to 0.3 Z⊙, the isotope-selective photodissociation seem to
increase the 12CO/13CO ratio slightly above the elemental at CO
column densities below 1011 cm−2 (middle panel). The decreasing
radiation field strength seems to decrease the minimum isotope ratio
from 19.23 ± 2.98 to 14.40 ± 1.17 (right-hand panel).

The depth of the dip in the isotope ratio curve is expected to
depend on the gas temperature (and therefore the heating and cool-
ing processes) of the corresponding cloud regions. The chemical
fractionation has an energy barrier for the right to left reaction path
(see equation 1 and Section 2.1), which is approximately 35 K. At
temperature much higher than this, the reaction could proceed in
both directions with similar rate, resulting in a less enhanced 13CO
abundance and an isotope ratio closer to the 12C/13C ratio (e.g.
Röllig & Ossenkopf 2013).

We emphasize, however, that these trends are not statistically
significant in our simulations, and the model-by-model deviations
of the isotope ratio curves are typically comparable to the standard
deviations of the ratio. From this point on, we dispense with further
investigation of the trends in the mean isotope ratio curves with
physical parameters and assume that there is an unequivocal corre-
lation between the 12CO column density and the 12CO/13CO ratio
which is independent of the parameters we vary in the simulations.

3.3 Fitting formula

To derive a functional form for the N(12CO)-isotope ratio rela-
tionship, we fit the curves presented in Fig. 7 individually and
together using the non-linear least-squares Marquardt–Levenberg
algorithm implemented in GNUPLOT4 (Williams et al. 2011). The
combined data are constructed from all models except models (c)
and (g), due to the low numerical resolution at low column den-
sities in the former and for the sake of consistency in the latter
case. We fitted fourth-, fifth- and sixth-order polynomial func-
tions taking the standard deviation of each data point into account.
The best-fitting fourth-order polynomial overpredicts the ratios for
1015 cm−2 < N(12CO) < 1017 cm−2, and underpredicts in every
other case. The sixth-order polynomial does not provide a signifi-
cantly better fit than the fifth-order polynomial, therefore we chose
to use the best-fitting fifth-order polynomial for the further analysis.

4 http://gnuplot.sourceforge.net/

Figure 8. Similar to Fig. 7. Here, we compare the N(12CO)-isotope ratio
curves derived from the simulation (coloured dotted lines) to the adopted
fitting formula (black solid line). The upper panel shows the percentage
error of the formula when compared to the model data.

The best-fitting polynomial coefficients are presented in Table 2 for
the individual and the combined data.

We adopt the best-fitting coefficients for the combined model with
the modifications that the ratio at 12CO column densities lower than
3.2 × 1010 cm−2 is equal to the ratio at N (12CO) = 3.2 × 1010 cm−2

and we set the ratio to 60 above an upper limit of N (12CO) =
6 × 1018 cm−2. The final form of our fitting formula is

r(N12)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

r(N12 = 3.2 × 1010) if N12 < 3.2 × 1010

a0,12 + a1,12 log10(N12)
+a2,12 log10(N12)2

+a3,12 log10(N12)3

+a4,12 log10(N12)4

+a5,12 log10(N12)5 if 3.2 × 1010 ≤ N12 ≤ 6 × 1018

60 if N12 > 6 × 1018

,

(4)

where r is the 12CO/13CO ratio and N12 is the 12CO column density
in units of cm−2. To justify this choice, we compare the function
derived from the combined models to the individual models. The
bottom panel of Fig. 8 shows the unmodified curves from Sec-
tion 3.2 for all models with the standard deviations represented by
the vertical lines. The black line represents the fitting function. The
top panel shows the per cent error between the data points from the
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The 12CO/13CO ratio in MCs 4063

Table 2. Coefficients of the best-fitting polynomials in the case of the 12CO column density–isotope ratio correlation.

Model a0, 12 a1, 12 a2, 12 a3, 12 a4, 12 a5, 12

a 44 118.20 ± 946.40 − 16 028.90 ± 336.30 2308.65 ± 47.51 − 164.3870 ± 3.336 5.781 27 ± 0.1164 − 0.080 301 ± 0.001 62
b 39 398.60 ± 990.50 − 14 339.70 ± 348.80 2069.68 ± 48.80 − 147.7000 ± 3.390 5.206 28 ± 0.1170 − 0.072 481 ± 0.001 60
c − 129 934.00 ± 22 970.00 39 353.20 ± 7218.00 − 4717.00 ± 904.00 279.7200 ± 56.410 − 8.206 54 ± 1.7540 0.095 312 ± 0.021 70
d 23 435.20 ± 1973.00 − 8696.25 ± 675.90 1277.96 ± 91.93 − 92.6067 ± 6.206 3.304 31 ± 0.2079 − 0.046 415 ± 0.002 77
e 16 928.80 ± 919.10 − 6337.57 ± 320.20 939.74 ± 44.29 − 68.6503 ± 3.041 2.466 68 ± 0.1037 − 0.034 852 ± 0.001 41
f 6002.58 ± 2009.00 − 2530.75 ± 701.70 416.65 ± 96.97 − 33.2072 ± 6.631 1.281 80 ± 0.2244 − 0.019 203 ± 0.003 01

combined 23 619.40 ± 1657.00 − 8801.37 ± 566.20 1298.19 ± 76.76 − 94.3795 ± 5.162 3.377 43 ± 0.1723 − 0.047 569 ± 0.002 28

ratios follow the probability density distribution well, justifying our
approach.

The mean isotope ratio curves show a very good overall agree-
ment in all cases (see Fig. 7). However, there is a weak cor-
relation between the curve shape and the physical parameters.
A higher initial density (n0) might result in higher isotope ra-
tios at high 12CO column densities. As the metallicity decreases
from 1 to 0.3 Z⊙, the isotope-selective photodissociation seem to
increase the 12CO/13CO ratio slightly above the elemental at CO
column densities below 1011 cm−2 (middle panel). The decreasing
radiation field strength seems to decrease the minimum isotope ratio
from 19.23 ± 2.98 to 14.40 ± 1.17 (right-hand panel).

The depth of the dip in the isotope ratio curve is expected to
depend on the gas temperature (and therefore the heating and cool-
ing processes) of the corresponding cloud regions. The chemical
fractionation has an energy barrier for the right to left reaction path
(see equation 1 and Section 2.1), which is approximately 35 K. At
temperature much higher than this, the reaction could proceed in
both directions with similar rate, resulting in a less enhanced 13CO
abundance and an isotope ratio closer to the 12C/13C ratio (e.g.
Röllig & Ossenkopf 2013).

We emphasize, however, that these trends are not statistically
significant in our simulations, and the model-by-model deviations
of the isotope ratio curves are typically comparable to the standard
deviations of the ratio. From this point on, we dispense with further
investigation of the trends in the mean isotope ratio curves with
physical parameters and assume that there is an unequivocal corre-
lation between the 12CO column density and the 12CO/13CO ratio
which is independent of the parameters we vary in the simulations.

3.3 Fitting formula

To derive a functional form for the N(12CO)-isotope ratio rela-
tionship, we fit the curves presented in Fig. 7 individually and
together using the non-linear least-squares Marquardt–Levenberg
algorithm implemented in GNUPLOT4 (Williams et al. 2011). The
combined data are constructed from all models except models (c)
and (g), due to the low numerical resolution at low column den-
sities in the former and for the sake of consistency in the latter
case. We fitted fourth-, fifth- and sixth-order polynomial func-
tions taking the standard deviation of each data point into account.
The best-fitting fourth-order polynomial overpredicts the ratios for
1015 cm−2 < N(12CO) < 1017 cm−2, and underpredicts in every
other case. The sixth-order polynomial does not provide a signifi-
cantly better fit than the fifth-order polynomial, therefore we chose
to use the best-fitting fifth-order polynomial for the further analysis.

4 http://gnuplot.sourceforge.net/

Figure 8. Similar to Fig. 7. Here, we compare the N(12CO)-isotope ratio
curves derived from the simulation (coloured dotted lines) to the adopted
fitting formula (black solid line). The upper panel shows the percentage
error of the formula when compared to the model data.

The best-fitting polynomial coefficients are presented in Table 2 for
the individual and the combined data.

We adopt the best-fitting coefficients for the combined model with
the modifications that the ratio at 12CO column densities lower than
3.2 × 1010 cm−2 is equal to the ratio at N (12CO) = 3.2 × 1010 cm−2

and we set the ratio to 60 above an upper limit of N (12CO) =
6 × 1018 cm−2. The final form of our fitting formula is

r(N12)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

r(N12 = 3.2 × 1010) if N12 < 3.2 × 1010

a0,12 + a1,12 log10(N12)
+a2,12 log10(N12)2

+a3,12 log10(N12)3

+a4,12 log10(N12)4

+a5,12 log10(N12)5 if 3.2 × 1010 ≤ N12 ≤ 6 × 1018

60 if N12 > 6 × 1018

,

(4)

where r is the 12CO/13CO ratio and N12 is the 12CO column density
in units of cm−2. To justify this choice, we compare the function
derived from the combined models to the individual models. The
bottom panel of Fig. 8 shows the unmodified curves from Sec-
tion 3.2 for all models with the standard deviations represented by
the vertical lines. The black line represents the fitting function. The
top panel shows the per cent error between the data points from the
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• standard model: roughly linear relation between H

• standard model: roughly constant depletion time:  few x 10

• super linear relation between total gas and SFR

Bigiel et al. (2008, AJ, 136, 2846)

No. 6, 2008 THE SF LAW IN NEARBY GALAXIES ON SUB-KPC SCALES 2869

Figure 15. ΣSFR vs. Σgas from this paper in colored contours (compare the middle-right panel of Figure 8) and for individual galaxies from other analyses (see Figure 14).
The diagonal dotted lines and all other plot parameters are the same as in Figure 4. Overplotted as black dots are data from measurements in individual apertures
in M51 (Kennicutt et al. 2007). Data points from radial profiles from M51 (Schuster et al. 2007), NGC 4736, and NGC 5055 (Wong & Blitz 2002) and from
NGC 6946 (Crosthwaite & Turner 2007) are shown as black filled circles. Furthermore, we show disk-averaged measurements from 61 normal spiral galaxies (filled
gray stars) and 36 starburst galaxies (triangles) from K98. The black filled diamonds show global measurements from 20 low surface brightness galaxies (Wyder
et al. 2008). Data from other authors were adjusted to match our assumptions on the underlying IMF, CO line ratio, CO-to-H2 conversion factor and galaxy inclinations
where applicable. One finds good qualitative agreement between our data and the measurements from other studies despite a variety of applied SFR tracers. This
combined data distribution is indicative of three distinctly different regimes (indicated by the vertical lines) for the SF law (see discussion in the text).

Σgas. The fit of K98 depends on the contrast between normal
spirals, ΣH2 ≈ 20 M⊙ pc−2, and high surface density starbursts,
ΣH2 ≈ 1000 M⊙ pc−2. A power-law index N ≈ 1.5 relating
SFR to CO emission has been well established in starbursts at
low and high redshifts by a number of authors (e.g., Gao &
Solomon 2004; Riechers et al. 2007). There may be reasons
to expect different values of N in starburst environments and
in our data. Starburst galaxies have average surface densities
far in excess of a Galactic GMC (e.g., Gao & Solomon 2004;
Rosolowsky & Blitz 2005). We have no such regions in our
own sample, instead we make our measurements in the regime
where ΣH2 = 3–50 M⊙ pc−2. In starbursts, the changes in
molecular surface density must reflect real changes in the
physical conditions being observed.

In our data, ΣH2 is likely to be a measure of the filling factor
of GMCs rather than real variations in surface density. On the
one hand, for our resolution (750 pc) and sensitivity (ΣH2 =
3 M⊙ pc−2) the minimum mass we can detect along a line of
sight is ∼1.5 × 106M⊙. Most of the mass in Galactic GMCs
is in clouds with MH2 ≈ 5 × 105–106 M⊙ (e.g., Blitz 1993).
Consequently, wherever we detect H2 we expect at least a few
GMCs in our beam. On the other hand, most of our data have
ΣH2 ! 50 M⊙ pc−2. The typical surface density of a Galactic
GMC is 170 M⊙ pc−2 (Solomon et al. 1987). These surface
densities are much lower than those observed in starbursts and

are consistent with Galactic GMCs filling ! 1/3 of the beam.
If GMC properties are the same in all spirals in our sample,
then for this range of surface densities we expect a power-law
index of N = 1 as ΣH2 just represents the beam-filling fraction
of GMCs. Averaging over at least a few clouds may wash out
cloud–cloud variations in the SFE. A test of this interpretation is
to measure GMC properties in a wide sample of spirals. We note
that Local Group spirals display similar scaling relations and
cloud mass distribution functions so that it is hard to distinguish
GMCs in M 31 or M 33 from those in the Milky Way (e.g., Blitz
et al. 2007; Bolatto et al. 2008). If this holds for all spirals, then
we may indeed expect N = 1 whenever GMCs represent the
dominant mode of star formation. The next generation of mm-
arrays should soon be able to measure GMC properties beyond
the Local Group and shed light on this topic. In that sense,
our measurement of N = 1.0 ± 0.2 represents a prediction
that GMC properties are more or less universal in nearby spiral
galaxies.

For our results to be consistent with those from starbursts,
the slope must steepen near ΣH2 ≈ 200 M⊙ pc−2. This might
be expected on both observational and physical grounds. CO is
optically thick at the surfaces of molecular clouds. Therefore,
as the filling fraction of such clouds for a given telescope
beam approaches unity, CO will become an increasingly poor
measure of the true ΣH2 because of the optical thickness of
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Fig. 3 (and also Fig. 2) we did not attempt to assign individual errors
(unlike K98a), since in our opinion essentially all uncertainties are
systematic in nature and apply to all data equally. This slope is in
very good agreement with the spatially resolved relation for nearby
spirals in Bigiel et al. (2008, green/orange/red-shaded region in the
left-hand panel of Fig. 3). The new data do not indicate a signifi-
cant steepening of the slope at surface densities of >102 M⊙ pc−2,
neither at z ∼ 0 nor at z ≥ 1. Within the limited statistics of the
currently available data, we do not find a break in the slope near
102 M⊙ pc−2, as proposed by Krumholz et al. (2009). The slope of
1.33 found by Krumholz et al. (2009) in the high-density limit is
marginally larger. A steeper slope in this regime (1.28 to 1.4) was
suggested earlier by the K98a starburst sample, but that analysis
included some mergers (see below) and the combined scatter of
both data sets suggests a 1σ uncertainty of ∼0.15, which makes the
difference in slope of 0.1–0.23 only marginally significant.

Low- and high-z SFGs overlap completely, again with the obvious
exception of EGS12012083 and BX389. The data in Fig. 3 suggest
that the KS relation in normal SFGs does not vary with redshift, in
agreement with the conclusions of Bouché et al. (2007) and Daddi
et al. (2010a,b).

In the right-hand panel of Fig. 3, we analyse the data with the
‘Elmegreen–Silk’ relation (see also K98a), which relates SFR sur-
face density to the ratio of gas surface density and global galaxy
dynamical time-scale. There is a reasonably good correlation as well
with a slope of slightly less than unity (0.84 ± 0.09). The scatter in
this relation (0.44 dex) is larger than in the surface density relation,
which may in part be attributable to the larger total uncertainties
in "molgas/τdyn, which we estimate to be ±0.32 dex (74 per cent).

Here and elsewhere, we computed the dynamical time-scale from
the ratio of the radius to the circular velocity vc. For the z > 1 SFGs
and SMGs we took R = R1/2 and applied a pressure correction to
the inclination-corrected rotation velocity vrot, vc = (v2

rot + 2σ 2)1/2,
where σ is the local 1D-velocity dispersion in the galaxy. This
relation is applicable to rotation-dominated, as well as pressure-
dominated galaxies. The slope we find is close to that of K98a,
who find a slope between 0.9 and 1. High-z SFGs have somewhat
higher "star formation than low-z galaxies (by 0.71 ± 0.21 dex) but the
difference is probably only marginally significant. A fit with unity
slope yields a star formation efficiency per dynamical time of 0.019
(±0.008). This is in agreement with 0.01, the value found by K98a
when corrected to a Chabrier IMF.

4.2 KS relation for luminous mergers

Fig. 4 summarizes our analysis of the luminous mergers at both low
and high z. The left-hand panel shows the case of applying the best
single common conversion factor determined from the observations
(αmerger ∼ 1, Section 2.6), such that mergers and SFGs now have
conversion factors that differ by a factor of 3.2. The slope of the
merger relation (1.1 ± 0.2) is consistent with that of the SFGs
(1.17). Again low- and high-z mergers lie plausibly on the same
relation. Independent of whether the merger slope is fit or forced to
be the same as that of the SFGs, the difference in SFR at a given
gas surface density between the two branches is ∼1.0 (±0.2) dex
(see also Bothwell et al. 2010).

As we have argued in Section 2.6, a Galactic conversion factor for
all luminous low- and high-z mergers is almost certainly excluded
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Figure 4. Molecular Kennicutt–Schmidt surface density relation for luminous z ∼ 0 and z ∼ 1–3.5 mergers (z ∼ 0 LIRGs/ULIRGs: magenta squares, z ≥ 1
SMGs: red squares). The left-hand panel shows their location in the KS plane along with the SFGs (at all z, open grey circles) from Fig. 3 if the a priori best
conversion factors for SFGs (α = αG) and mergers (α = αG/3.2) are chosen. The right-hand panel shows the same plot for the choice of a universal conversion
factor of α = αG for all galaxies in the data base. This was the choice in the K98a paper but leads to a significant overestimate of gas fractions in almost all
major mergers. The fits assign equal weight to all data points and uncertainties in brackets are 3σ formal fit errors. The crosses in the lower right denote the
typical total (statistical + systematic) 1σ uncertainty.
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• QUIZ: do you see a universal 

• ANSWER:  - probably not  
                 - in addition, the relation often is sublinear
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Hierarchical Bayesian model for STING galaxies indicate varying depleting 
times. 
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Figure 2. Depletion time τCO
dep

and surface density of STING Galaxies. Points indicate the directly measured values. Solid line is the

median of the Bayesian estimate, and thin lines mark the 2σ interval. The red dashed line indicates τCO
dep

=2 Gyr. The efficiency per free

fall time (ϵCO
ff

) is marked on the right ordinate.

As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective

c⃝ 2013 RAS, MNRAS 000, 1–5
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Figure 1. Distribution of dense gas and SF activity tracers as a function of Galactic latitude and longitude. Black circles mark the positions of H II regions, blue
crosses show methanol masers and red plus symbols mark water masers. Regions of sky not covered in these surveys are shaded in grey. NH3(1, 1) (bottom)
and H69α (second-bottom) integrated intensity emission is displayed using a square-root image stretch. The tracers and their function as either a dense gas
or SF activity tracer are labelled at the right-hand edge of the bottom row. The CMZ can be seen as bright, extended NH3(1, 1) emission from longitudes of
roughly 358◦ to 4◦.
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Center: 
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Figure 2. Depletion time τCO
dep

and surface density of STING Galaxies. Points indicate the directly measured values. Solid line is the

median of the Bayesian estimate, and thin lines mark the 2σ interval. The red dashed line indicates τCO
dep

=2 Gyr. The efficiency per free

fall time (ϵCO
ff

) is marked on the right ordinate.

As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective
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• maybe strong shear in dense arms (example M51, Meidt et al. 2013)...

• maybe non-star forming H
densities (recall H
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physical origin of this behavior?
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Figure 2. Depletion time τCO
dep

and surface density of STING Galaxies. Points indicate the directly measured values. Solid line is the

median of the Bayesian estimate, and thin lines mark the 2σ interval. The red dashed line indicates τCO
dep

=2 Gyr. The efficiency per free

fall time (ϵCO
ff

) is marked on the right ordinate.

As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective

c⃝ 2013 RAS, MNRAS 000, 1–5

all galaxies

• maybe strong shear in dense arms (example M51, Meidt et al. 2013)...

• maybe non-star forming H
densities (recall H

Shetty et al. (2013, MNRAS, 437, L61, see also Shetty, Kelly, Bigiel, 2013, MNRAS, 430, 288)

physical origin of this behavior?

data from STING survey (Rahman et al. 2011, 2012)
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application:  

CO-dark gas



modeling Galactic-scale ISM dynamics

- Arepo moving mesh code (Springel 2010) 
- time dependent chemistry (Glover et al. 2007) 
  gives heating & cooling in a 2 phase medium 
- two layers of refinement with mass resolution down to  
  4 M⦿ in full Galaxy simulation 

- UV field and cosmic rays 
- TreeCol (Clark et al. 2012) 
- external spiral potential (Dobbs & Bonnell 2006) 
- no gas self-gravity, SN, or magnetic fields yet

GMC’s

(Smith et al., 2014, MNRAS, 441, 1628)



moving mesh code Arepo: 
- semi-Lagrangian 
- flexible refinement 
- fluid instabilities and no artificial clumping 
  (Agertz et al. 2007) 

- can also handle sub-sonic turbulence  
  (Bauer & Springel 2012) 

- no preferred geometry

numerical method

Springel (2010, MNRAS, 401, 791)
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Figure 2. Map of total column density of hydrogen nuclei for the highly resolved section of the disc in the Milky Way simulation. The
gas has a range of morphologies, from dense spiral arms, to filamentary spurs, to diffuse inter-arm regions.

As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the

total column density

(Smith et al., 2014, MNRAS, 441, 1628)
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filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.
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lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the

HI column density

(Smith et al., 2014, MNRAS, 441, 1628)



preliminary image from THOR Galactic plane survey (PI H. Beuther): continuum emission around 21 cm

next step: produce all sky maps at various positions in the model galaxy (use RADMC-3D)

(Smith et al., 2014, MNRAS, 441, 1628)



preliminary image from THOR Galactic plane survey (PI H. Beuther): continuum emission around 21 cm

next step: produce all sky maps at various positions in the model galaxy (use RADMC-3D)

http://www.mpia.de/thor/Overview.html
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1.4GHz continuum emission HI column density - optically thin

HI column density - with optical depth correction

W43-Main W43-South
SNR G029.7-00.2

G31.388-0.384

G31.411+0.307
G29.96-0.02

Fig. 11. The top-left panel shows the continuum emission at 21cm in Kelvin. The top-right and middle panels presents the H i column density
for optically thin assumption and optical depth corrections, respectively. The continuum and H i emission data are based on VGPS, whereas the
optical depth correction used in the middle panel is based on the THOR data. The bottom panel shows the H2 column density from the HiGAL
data (Nguyen-Lu’o’ng et al. 2013). In all panels, the black and white/blue contours present the continuum emission at 21cm (black contours show
levels of 10, 30 and 70 K, white/blue contours show levels of 200, 400, 600 and 800 K). The black ellipses in the middle and lower panel have an
equivalent radius of r = 80 and 140 pc. Several important objects are marked.
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Fig. 11. The top-left panel shows the continuum emission at 21cm in Kelvin. The top-right and middle panels presents the H i column density
for optically thin assumption and optical depth corrections, respectively. The continuum and H i emission data are based on VGPS, whereas the
optical depth correction used in the middle panel is based on the THOR data. The bottom panel shows the H2 column density from the HiGAL
data (Nguyen-Lu’o’ng et al. 2013). In all panels, the black and white/blue contours present the continuum emission at 21cm (black contours show
levels of 10, 30 and 70 K, white/blue contours show levels of 200, 400, 600 and 800 K). The black ellipses in the middle and lower panel have an
equivalent radius of r = 80 and 140 pc. Several important objects are marked.
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Fig. 10. Optical depth of W43-Main, calculated using equation 6. The
grey shaded area indicates the maximum measurable optical depth of
⌧lower�limit = 2.7 calculated using equation 7.

of W43 (l = 29.0 � 31.5�, |b|  1�). We mask all regions, where
the emission spectrum has negative values, and exclude them.
Given a distance of 5.5 kpc (Zhang et al. 2014), our analysis
finds an H imass of M = 2.7⇥106 M� (l = 29.0�31.5�, |b|  1�,
vlsr = 60 � 120 km s�1).
Weak di↵use continuum emission can influence the H i emission
spectrum and therefore the H i column density calculation needs
to be modified according to equation 8 (Sect. 3.4). The top-right
panel of Fig. 11 shows this e↵ect clearly. The color represents
the column density determined by the optically thin assumption
and the black contours indicate the weak di↵use continuum
emission. These two components show a clear anti-correlation.
However, this anti-correlation is the result of the expected ob-
servational e↵ect in which H i emission is suppressed by weak
continuum emission (see Sec. 3.4). To overcome this problem
we have to consider the optical depth, which we discuss in the
next section.

4.7. H i column density with optical depth correction

With the measurement of the optical depth and the weak contin-
uum emission, we can correct the H i emission as explained in
Sect. 3.4. This allows a more accurate determination of the col-
umn density, which is shown in the middle panel of Fig. 11. We
chose the ‘complete’ velocity range of vlsr = 60 � 120 km s�1.
As we correct for the optical depth, we are able to observe a
larger H i column density. We also correct for the weak con-
tinuum emission around W43-Main. This correction removes
the anti-correlation between the continuum emission and the H i
column density. Hence, we determine the H i mass to be M =
6.1 ⇥ 106 M� (l = 29.0 � 31.5�, |b|  1�, vlsr = 60 � 104 km s�1).
The optical depth spectrum of W43-Main (Fig. 10) shows, that
the absorption ends abruptly at 100 km s�1, but the H i emission
as well as CO emission (Nguyen Luong et al. 2011; Carlho↵
et al. 2013) reveals features up to vlsr = 110 km s�1. The rea-
son for the abrupt drop in the absorption spectrum is not the
absence of H i, but the location along the line of sight of the
continuum source at this velocity (see Sect. 4.3 for further de-
tails). As we do not see H i in absorption for velocities larger than
100 km s�1, we are also not able to determine the corresponding
optical depth. Therefore we cannot apply our corrections to the

H i column density for velocities larger than 100 km s�1. Hence,
the velocity range for the previously mentioned H i mass is only
vlsr = 60 � 104 km s�1. Nevertheless we can determine the H i
mass for the velocity range from vlsr = 104 � 120 km s�1 by
using the optically thin assumption. This reveals a H i mass of
M = 0.5 ⇥ 106 M�. Hence, the total H i mass for W43 in the
velocity range vlsr = 60 � 120 km s�1 is M = 6.6 ⇥ 106 M�
with the optical depth correction for the velocity range vlsr =
60 � 104 km s�1 and optically thin assumption for the velocity
range vlsr = 104 � 120 km s�1. This is 2.4 times larger, than the
H i mass determined with the optically thin assumption.
The limitations and uncertainties of our determined H i column
density and H i mass with the optical depth corrections will be
further discussed in Sect. 5.3.

4.8. H i self absorption

The H i Self Absorption (HISA) method uses the di↵use broad
H i emission background of the Milky Way as illumination for
colder foreground clouds (e.g. Gibson et al. 2000, 2005a,b; Li
& Goldsmith 2003; McClure-Gri�ths et al. 2006). Dark regions
on maps and narrow absorption features in spectra reveal these
HISA features. The terminology ‘self absorption’ can be mis-
leading, as the H i emission and absorption can occur in the same
cloud or at the same position but does not have to. The advan-
tage of this method is that it is possible to map entire absorption
clouds and study their intrinsic structure. On the other hand, the
disadvantage is that a su�cient background emission with the
same velocity as the absorbing cloud is necessary to detect HISA
features. Therefore this method misses a large portion of the cold
H i clouds. The di↵erentiation between actual HISA features and
the lack of H i emission can also be challenging. Gibson et al.
(2005b), however, present a conclusive method to detect HISA
features automatically. Another disadvantage is that the optical
depth and spin temperature can only be measured together and
further assumptions are needed to disentangle these two values.
As described in the previous section, we correct for the opti-
cal depth e↵ects and weak continuum emission. This correction
does not account for locally confined HISA features, as we as-
sume a uniform optical depth for the entire W43 region. HISA
features could have a higher and spatially varying optical depth
that we cannot measure. Furthermore, the weak and di↵use con-
tinuum emission around W43 makes the search for HISA fea-
tures even more complicated. Hence, we refrain from searching
and analyzing the possible HISA features around W43. There-
fore we are likely missing some cold neutral hydrogen in our
analysis. HISA studies will be conducted in other parts of the
Milky Way THOR study with less di↵use continuum emission.

5. Discussion

5.1. Phases of the Neutral Atomic Hydrogen

It is well known that the neutral atomic ISM has several
phases that coexist side by side with very di↵erent properties
(e.g. Clark 1965; Wolfire et al. 1995; Heiles& Troland 2003b;
Wolfire et al. 2003). The main constituents are the cold neu-
tral medium (CNM) and the warm neutral medium (WNM)
with spin temperatures on the order of <100K (Strasser et al.
2007) and ⇠ 104K (Murray et al. 2014; Roy et al. 2013a), re-
spectively. Furthermore, their density di↵ers by two order
of magnitude (CNM: nH ⇠ 50cm�3, WNM: nH ⇠ 0.5cm�3,
e.g., Stahler et al. 2005). Due to the di↵erent spin tempera-
ture and density of the CNM and WNM, their corresponding
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HI emission in the Galactic disk may have 
large regions with 𝜏 > 0 (even 𝜏 ≳ 1).

Bihr et al. (2015, A&A in press, arXiv:1505.05176)

Some first results
from the THOR
pilot study:
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Figure 4. Map of H2 column density for the highly resolved section of the disc in the Milky Way simulation. H2 is predominantly found
in the spiral arms and in long filaments in the inter-arm regions.

galactic disc which will have higher column densities than in
our face-on disc. The observations of Gillmon et al. (2006)
along sight-lines perpendicular to the disc (shown by the
bold diamonds in Figure 3) are in good agreement with our
data. This gives us confidence that the small-scale galactic
structure is sufficiently resolved to accurately describe its
chemical makeup.

Figure 4 shows the column density of molecular hydro-
gen in the highly resolved disc segment. Molecular hydrogen
is predominantly present in the spiral arms, but there is also
molecular gas in inter-arm spurs and in the inner regions of
the disc. In the inter-arm regions molecular hydrogen is often
found in long filaments that were originally spurs connected
to the spiral arms but that were sheared off as the disc ro-
tated. Figure 5 shows the ratio of H2 to CO column densities
in the gas. There is considerable variation in the abundance
of CO. In particular, the long inter-arm filaments, which

are so apparent in Figure 4, are much less visible in CO.
This can be attributed to their narrow filamentary geome-
try being inefficient at shielding the gas from the ambient
radiation field. Due to the low abundance of CO in these
regions, the molecular gas there is likely to appear ‘dark’ in
observations of CO emission.

3.2 The relationship between CO and H2 column

densities

Although our simulations provide us with information on the
full 3D distributions of the H2 and CO abundances, in gen-
eral these are not observable quantities. For comparison with
observations, it is more useful to examine the correlation
between the H2 and CO column densities, and the column-
averaged abundance of CO relative to H2, ZCO = NCO/NH2 .

The left panel of Figure 6 shows the relation between

H2 column density

CO-dark gas in the Milky Way 5

Figure 2. Map of total column density of hydrogen nuclei for the highly resolved section of the disc in the Milky Way simulation. The
gas has a range of morphologies, from dense spiral arms, to filamentary spurs, to diffuse inter-arm regions.

As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the

(Smith et al., 2014, MNRAS, 441, 1628)
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Figure 4. Map of H2 column density for the highly resolved section of the disc in the Milky Way simulation. H2 is predominantly found
in the spiral arms and in long filaments in the inter-arm regions.
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Although our simulations provide us with information on the
full 3D distributions of the H2 and CO abundances, in gen-
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Figure 2. Map of total column density of hydrogen nuclei for the highly resolved section of the disc in the Milky Way simulation. The
gas has a range of morphologies, from dense spiral arms, to filamentary spurs, to diffuse inter-arm regions.

As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the
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Figure 7. Morphology of the molecular gas in our Milky Way simulation. The greyscale background image shows the H2 column density
(c.f. Figure 4), while the purple points show the strength of the CO velocity-integrated intensity, WCO, estimated as described in the
text. Many of the clouds in the inter-arm region have no portions with integrated intensities above 0.1 K km s−1 and thus would appear
entirely ‘dark’ in CO observations.

can be determined. If we instead average over all of the gas
in our high-resolution region, including the CO-dark clouds,
we obtain a larger value, XCO = 3.9×1020 cm−2K−1km−1s.

3.4 Quantifying the dark gas fraction

To quantify the amount of CO-dark molecular gas in our
simulations, we define a dark gas fraction

fDG(x) =
Mx

H2

MCO
H2

+Mx
H2

, (4)

where Mx
H2

is the mass of CO-dark H2 with emission be-
low an intensity of x = WCO, and MCO

H2
is the mass of

CO-bright H2 above this threshold. Our dark gas fraction
therefore is the ratio of the CO-dark molecular gas to the

total molecular gas. This definition is equivalent to that used
in Wolfire et al. (2010), but differs from that used by some
other authors, who define the dark gas fraction relative to
the total gas mass (i.e. the sum of the atomic and molecular
masses).

Clearly, in order to compute fDG, we need to be able to
distinguish between CO-dark and CO-bright gas. However,
it is not immediately obvious how to do this: how faint does
the CO emission from a cloud of gas need to be before we
call that gas CO-dark? In our analysis, rather than adopting
an arbitrary emission threshold for distinguishing between
CO-dark and CO-bright gas, we have instead computed fDG

as a function of the choice of threshold (x). The results are
plotted in Figure 9. We see from the Figure that in practice,
the value we derive for fDG is not particularly sensitive to
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Figure 1. Top panel: a false three-color image of the Nessie Nebula. The 3.6 µm (blue) and 8.0 µm (green) emission is from GLIMPSE, and the 24 µm (red) emission
is from MIPSGAL. Second panel: the false three-color mid-IR image of the Nessie Nebula from the top panel overlaid with integrated HNC (1–0) contours from the
Mopra telescope. Note the excellent correspondence between the HNC emission and the 8 µm extinction. Third panel: an HNC (1–0) integrated intensity map from
the Mopra telescope with core positions marked with cyan crosses. Bottom panel: a velocity-field (first moment) map from the HNC (1–0) map of the Nessie Nebula.
All of the molecular emission is at the same velocity to within ±3.4 km s−1, demonstrating that the filament is a single coherent object.

2. OBSERVATIONS

Millimeter molecular line observations of the Nessie Nebula
were taken on 2008 August with the Australia Telescope
National Facility (ATNF) 22 m Mopra Telescope. The back
end consisted of the wideband MOPS correlator configured
to observe simultaneously 16 separate passbands covering the
frequency range 86–93 GHz. Each of these passbands was
137.5 MHz wide, with 4096 spectral channels, corresponding
to a velocity resolution of 0.11 km s−1. We chose individual
passbands to include molecular lines of interest. The brightest
of the detected lines was HNC (1–0) (90.66 GHz). Although we
detected a number of fainter molecular lines, these yield similar
results and will be presented in a subsequent paper.

The nebula was mapped in the “on-the-fly” mode, in which
data are collected while the telescope scans in a raster pattern.
The raster rows were chosen to be perpendicular to the Galactic
plane in order to avoid striping artifacts parallel to the nebula’s
long axis. The spacing between rows was 12′′ or about 1/3 of
the Mopra beamwidth of 36′′ FWHM (Ladd et al. 2005). Flux
calibration with a noise diode and an ambient temperature load
was performed every 20 minutes.

Data reduction and analysis utilized the ATNF livedata and
gridzilla programs. The individual spectra were co-added and
gridded onto a uniform 15′′ grid. Linear baselines were removed
from line-free channels. All spectra are presented on the antenna
temperature (T ∗

A) scale. To convert to main-beam brightness
temperatures, one should divide the antenna temperatures by
the main-beam efficiency of 0.49 (Ladd et al. 2005). System
temperatures for the observations were ∼180–300 K, which
yielded a typical rms noise of T ∗

A = 0.14 K in each spectral
channel.

3. RESULTS

The Mopra integrated intensity HNC (1–0) maps closely
correspond to the regions of mid-IR extinction (Figure 1).
The map consists of fainter, uniform emission associated with
the filament, upon which compact, brighter regions we call
“cores” are superposed. Gaussian fits to the HNC (1–0) lines
demonstrate that every position within Nessie has essentially
the same radial velocity, −38 ± 3.4 km s−1 (Figure 1). If the
Clemens rotation curve is used, this velocity corresponds to a
kinematic distance of 3.1 kpc (Clemens 1985).

Nessie filament (Jackson et al. 2010, Goodman et al, 2014) (Jackson et al. 2010, ApJ, 719, L185)
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Fig. 1. Zoom in on the eastern end of the F26.7-25.4 filament. A
Grayscale GLIMPSE 8 µm image (top) is plotted with contours at �7.5,
�10, �12.5... MJy sr�1 (negative to highlight absorption feature), and
the HIGAL 250 µm image (bottom) is plotted with contours drawn at
5, 6, 7... Jy beam�1.

method for confirming a filament’s coherence in velocity space.
Our search has produced seven new filaments with lengths on the
order of 100 pc, more than doubling the number of similar struc-
tures known from the literature. This catalog will aid in studying
the connection between large scale filamentary structure and star
formation in the Galaxy.

2. Filament identification

Herschel observations have recently highlighted the importance
of filaments, as it tends to be the dominant morphology observed
in star-forming clouds. These filaments are comprised of cold
gas and dust, the various signatures of which we will discuss
below. Defining a true filament, however, is not a trivial task
and requires several steps to be confirmed. Below we take the
example of the field near the F26.7-25.4 filament discovered in
this work as an illustration.

Wide-field mid-infrared (MIR) images have proven to be a
powerful tool in finding candidate structures like Nessie, which
was identified in the 8 µm Spitzer/GLIMPSE image. This phe-
nomenon is illustrated in the top panel of Fig. 1, which shows the
GLIMPSE 8 µm image of one of the regions near l = 26 � that we
studied. The contours are drawn in decreasing steps, highlight-
ing the type of absorption structure that would be in catalogs
using this method (see Simon et al. 2006; Butler & Tan 2009;
Peretto & Fuller 2009; Ragan et al. 2009). While this method has
been successful in isolating the quiescent clouds in the Galactic
plane, it alone may miss objects that could potentially have the
same physical properties but lack the 8 µm background to be
identified.

Alternatively, extinction of starlight at near-infrared (NIR)
wavelengths can be used to trace cold, intervening dust

structures (e.g., Lombardi & Alves 2001; Lombardi 2009;
Kainulainen et al. 2011). In short, the amount by which starlight
is dimmed is proportional to the column density of material
along its line of sight. This method is most reliable in the pres-
ence of many background stars, thus it also loses e↵ectiveness
with increasing Galactic latitude.

At longer wavelengths, the structures that were absorbing in
the near and mid-infrared transition to optically thin emission.
The Herschel HIGAL survey (Molinari et al. 2010) 250 µm
map of the same region is shown for comparison on the bottom
panel of Fig. 1. While the same structure indeed does appear
in emission here, so does a strong contribution from the warm
dust associated with the active star formation region. In fact, be-
cause of the way dust emission depends on dust temperature,
the emission from the warm dust tends to dominate the map,
overwhelming the cold, compact emission that we aim to char-
acterise. Therefore, in the following, we create our initial catalog
of candidates using the NIR and MIR absorption methods.

Regardless of the candidate’s initial identification, the true
extent of a filament can only be judged after it is confirmed to
be coherent in velocity space as well. We selected the Galactic
Ring Survey (GRS, Jackson et al. 2006) which immediately lim-
its the Galactic longitude range to 17.4� l  55�. We also
utilised the Wienen et al. (2012) catalog of NH3 observations
of ATLASGAL (Schuller et al. 2009) clumps and the Shirley
et al. (2013) survey of Bolocam Galactic Plane Survey (BGPS,
Rosolowsky et al. 2010; Aguirre et al. 2011; Ginsburg et al.
2013) clumps for a secondary confirmation of velocity coher-
ence in higher-density gas tracers. As it is not possible to a pri-
ori say to what degree the centroid velocity would change over
the length of a genuine filament, instead of setting a maximum
range, we require only that any velocity gradient be continuous
to be considered “coherent.”

Both the identification and verification steps outlined above
are necessarily subjective, thus we can claim no statistical ro-
bustness or completeness. The criteria we imposed were de-
signed to identify 100 pc scale quiescent structures. In the fol-
lowing sections, we outline our method which was carried out
by all co-authors by way of “by-eye” inspection of images.

2.1. Creating the candidate catalog

We first selected image databases that provide unbiased and con-
tiguous coverage in the Galactic plane. The Spitzer Galactic
plane survey, GLIMPSE (Benjamin et al. 2003), is the ideal tool
for identifying analogs to the known long filaments like Nessie
(Jackson et al. 2010). We used the GLIMPSE/MIPSGAL image
viewer2. For a filament to be considered as a candidate, the ab-
sorption feature was required to extend ⇠1 � end to end and be
identified by at least three group members. We allowed for gaps
in extinction, usually at sites of star formation, if the extinction
structure continued further.

As an alternative and supplement to the GLIMPSE data, we
use the UKIDSS Galactic Plane Survey (GPS3; Dye et al. 2006;
Warren et al. 2007), which provide large NIR image mosaics
with large Galactic latitude range (up to |b|  2.5�) in the north-
ern hemisphere. The same ⇠1� extent and three group member
confirmation was required for filament candidates to be identi-
fied in this fashion.

As was the case for the serendipitous filament discovery by
Tackenberg et al. (2013), each filament contains a high-contrast

2
http://www.alienearths.org/glimpse

3
http://surveys.roe.ac.uk:8080/wsa/gps_mosaic.jsp
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Table 1. Extinction filament candidates within GRS longitude range.

Initial name Lower l Upper l Lower b Upper b
[ �] [ �] [ �] [ �]

F18.0-17.5 17.4 18.3 +0.0 +0.7
F20.3-19.9 19.5 20.4 �1.3 +0.2
F20.0-17.9 17.6 20.2 �0.7 +0.3
F23.8-22.8 22.1 23.8 +0.8 +2.0
F25.9-21.9 21.7 26.2 �1.0 +0.5
F26.7-25.4 25.2 27.0 +0.5 +2.2
F29.2-27.6 27.2 29.4 �0.5 +0.5
F35.0-32.4 32.3 36.0 �0.3 +0.8
F35.3-34.3 33.7 35.6 �2.0 +0.4
F38.1-35.3 34.6 38.9 �0.9 +0.6
F41.0-41.3 40.8 41.4 �0.8 +0.5
F54.0-52.0 48.0 54.4 �0.5 +0.7

Notes. Column 1: name given to filaments based on initial identi-
fication; Cols. 2�5: Galactic coordinates of the boundaries of the
extinction-identified filaments.

extinction region, often previously studied as a relatively com-
pact IRDC (e.g., Beuther et al. 2002, in this case), but upon in-
spection of a wide-field mosaic, it was discovered to be part of a
larger filamentary structure. The goal of this step was to explore
the longest possible extent of the large-scale structure, which
then requires confirmation as coherent velocity structures. In to-
tal, our two methods yielded twelve candidates within the lon-
gitude range of the GRS. They are listed in Table 1. Smaller
components of these candidates are certainly included in the
catalogs compiled by Simon et al. (2006) and Peretto & Fuller
(2009). This paper is an attempt to identify long contiguous en-
tities comprised of many smaller elements, such as was done by
Tackenberg et al. (2013). In the following section, we outline
the method by which we test whether the candidates are sin-
gle entities rather than multiple structures superposed along the
sightline.

2.2. Filament coherence in velocity

The second step of the process is to validate the velocity coher-
ence using the GRS survey. The publicly available GRS data4

cover a velocity range from �5 to 85 km s�1 (or �5 to 135 km s�1

for l < 40�). We first created position–velocity (PV) diagrams
over the full available velocity range within the longitude bound-
aries, integrating along the b direction, an example of which is
shown in Fig. 2. In some cases (e.g., GMF 41.0�41.3) we con-
structed the PV diagram by integrating along the longitude direc-
tion. As is clear in Fig. 2, several possible features could corre-
spond to the extinction structure. In order to determine which is
the best match, we created integrated intensity maps for each of
the velocity ranges, which we then plotted together with the ex-
tinction image. Again, requiring verification from 3 group mem-
bers, we selected the velocity features which corresponded best
to the morphology of the feature seen in extinction or absorption.

Figure 2 shows that features in a PV diagram can span di↵er-
ent ranges in velocity, from a few to tens of km s�1; we placed
no restriction on the maximum width. We list the full velocity
ranges in Table 2, which can be as small as 5 km s�1 or as large
as 13 km s�1. Figures A.1 through A.6 show the centroid veloc-
ity maps. As with Nessie, in which the HNC J = 1! 0 centroid
velocities vary by less than 7 km s�1 over its ⇠81 pc length, we
find similarly small overall gradients. In Sect. 3 we will discuss
the properties of the final filament sample in more detail.

4
http://www.bu.edu/galacticring/

Fig. 2. Position–velocity (PV) diagram (integrated over all latitudes)
of the region shown in Fig. 1 based on the Galactic Ring Survey
13CO(1�0) data. The approximate positions of the spiral arm features in
this longitude range from the Vallée (2008) model are labeled in white,
and the filament that we identify, GMF 26.7-25.4, is labeled in red.

Through this step, we eliminated candidates F29.2-27.6,
F25.9-21.9, F23.8-22.8, and F20.3-19.9 because they were not
found to have a common velocity over the full length, but
instead were superpositions of multiple velocity components.
The remaining eight candidates, two of which (F38.1-35.3 and
F35.0-32.4) ended up as one velocity-coherent object, are hence-
forth termed “giant molecular filaments” and are described in
more detail in the next section. Parts of these verified GMFs cor-
respond to catalog clouds (e.g., Roman-Duval et al. 2009). The
aim of the present work is to identify the longest coherent struc-
tures which requires a di↵erent approach.

As a secondary verification, although we did not require it
for GMF status, we also consult additional catalogs of dense-gas
tracer observations, namely the Wienen et al. (2012, hereafter
W12) NH3 survey of dense ATLASGAL clumps, Red MSX sur-
vey (RMS, Lumsden et al. 2013), or the Shirley et al. (2013,
hereafter S13) N2H+ and HCO+ follow-up survey of clumps in
the BGPS. Though these are catalogs of pointed observations
rather than unbiased maps, these tracers more closely probe the
densest structures, thus enabling us to validate the association
of these emission peaks with the large scale coherent velocity
structure seen in the GRS data. We show the positions of these
detections in Figs. A.1 through A.6.

2.3. Biases in our filament identification

Both extinction methods work best in the midplane of the Galaxy
since the mid-infrared background and the density of back-
ground stars are both high. Dense filaments that lie out of the
Galactic midplane tend to lack the contrast to be identified in
8 µm extinction and may also lack a su�cient number of back-
ground sources to be appreciable in NIR extinction. Though we
did not restrict the latitudes any narrower than the extent of the
various surveys, the confirmed filaments have latitudes within
a degree of 0�. Another consequence of using the extinction
method is that we are unlikely to detect structures any further
than 6 to 8 kpc (see Kainulainen et al. 2011).
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Table 3. Physical properties of GMFs.

Name Cloud Dense gas DGMF Rgal � hzi Assoc.
mass mass
[M�] [M�] [%] [kpc] [degrees] [pc]

GMF 18.0-16.8 1.5e+5 3.9e+3 2.7 6.3 4.6 55 M 16, W 37
GMF 20.0-17.9 4.0e+5 4.8e+4 12.0 5.0 7.7 (12) W 39, SC-arm
GMF 26.7-25.4 2.0e+5 1.3e+4 6.5 5.7 9.4 68
GMF 38.1-32.4a 7.0e+5 3.7e+4a 5.3 5.9 12.8 (24) W 44
GMF 38.1-32.4b 7.7e+4 5.0e+3a 6.5 6.2 11.5 (5)
GMF 41.0-41.3 4.9e+4 7.7e+2 1.6 6.5 12.5 19
GMF 54.0-52.0 6.8e+4 2.4e+3 3.5 7.3 11.2 25 W 52
Nessie – 3.9e+5 – 5.6 �7.8 – SC-arm
G32.02+0.06 2.0e+5 3.0e+4 15.0 4.7 19.7 48

Notes. Column 1: GMF name; Col. 2: total cloud derived from the integrated 13CO emission from the GRS down to 1 K km s�1; Col. 3: dense
gas mass derived from dust continuum with ATLASGAL 870 µm data; Col. 4: dense gas mass fraction; Col. 5: Galactocentric radius; Col. 6:
angle measured from the Galactic center-Sun line to the filament’s position in the disk; Col. 7: mean height above the Galactic midplane. Values
in parentheses are for filaments which intersect with the projected plane. Column 8: association with star formation region or spiral arm. (a) The
dense gas mass from the two filaments within GMF 38.1-32.4 partly overlap. While the envelope mass estimated from spectroscopic 13CO data
accounts for the di↵erent velocity components, in the overlap regions, the ATLASGAL continuum data sums contributions from both components.

Fig. 3. Mean height of the GMF above the physical midplane versus its
mean Galactocentric distance. The area of the marker is proportional to
the DGMF, where the mean value (5.4%) is shown in the upper right
corner. The points circled in red are the GMFs that intersect with the
midplane (shown in parentheses in Table 3).

appears to intersect with the locus of the SC arm at its low-l end.
If one does the same exercise for Nessie in the fourth quadrant
of the Galaxy, the filament corresponds precisely to the SC arm
prediction, as asserted by Goodman et al. (2013).

The schematic shown in Fig. 4 shows where the arm has its
peak density, but the actual arm width and its projection into
vlsr are not well-defined. It is thus worth exploring the margin
by which the GMFs seem to deviate from the arms. Estimates
of spiral arm width in the literature range from 0.1 to 0.4 kpc
(Vallée 2008; Reid et al. 2009). Typical uncertainties in the kine-
matic distance method are of order 0.5 kpc, so up to a 1 kpc range
uncertainty must be allowed for in this discussion. GMF 18.0-
16.8, GMF 20.0-17.9 and GMF 26.7-25.4 are in the longitude

Fig. 4. Illustration of the predicted LSR velocities of the Norma (red),
Scutum-Centaurus (blue), Sagittarius-Carina (green), and (far) Perseus
(yellow) spiral arms as a function of Galactic longitude in the first quad-
rant taken from Vallée (2008). Each set of two black circles represent
the filament sample, taking approximate values of vlsr from the ends of
the filaments.

range intersecting with the SC arm, and at those longitudes, the
SC arm should roughly lie 3.5, 3.7 and 4.3 kpc from the Sun. The
median distances to those GMFs are 2.3, 3.5 and 3.1 kpc, respec-
tively, so only GMF 20.0-17.9 falls within the uncertainty range.
Similarly the nearer Sagittarius arm lies at 1 kpc at l = 18�, grad-
ually increasing to 2 kpc at l = 41�, yet the GMFs are all more
distant than this arm by more than 1 kpc (except GMF 41.0-41.3
which is ⇠700 pc from the Sagittarius arm locus). Even with
these considerations, the GMFs appear to be largely inter-arm in
nature: more distant the nearby Sagittarius spiral arm and fore-
ground to the prominent SC arm.
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Table 3. Physical properties of GMFs.

Name Cloud Dense gas DGMF Rgal � hzi Assoc.
mass mass
[M�] [M�] [%] [kpc] [degrees] [pc]
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Nessie – 3.9e+5 – 5.6 �7.8 – SC-arm
G32.02+0.06 2.0e+5 3.0e+4 15.0 4.7 19.7 48

Notes. Column 1: GMF name; Col. 2: total cloud derived from the integrated 13CO emission from the GRS down to 1 K km s�1; Col. 3: dense
gas mass derived from dust continuum with ATLASGAL 870 µm data; Col. 4: dense gas mass fraction; Col. 5: Galactocentric radius; Col. 6:
angle measured from the Galactic center-Sun line to the filament’s position in the disk; Col. 7: mean height above the Galactic midplane. Values
in parentheses are for filaments which intersect with the projected plane. Column 8: association with star formation region or spiral arm. (a) The
dense gas mass from the two filaments within GMF 38.1-32.4 partly overlap. While the envelope mass estimated from spectroscopic 13CO data
accounts for the di↵erent velocity components, in the overlap regions, the ATLASGAL continuum data sums contributions from both components.

Fig. 3. Mean height of the GMF above the physical midplane versus its
mean Galactocentric distance. The area of the marker is proportional to
the DGMF, where the mean value (5.4%) is shown in the upper right
corner. The points circled in red are the GMFs that intersect with the
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(yellow) spiral arms as a function of Galactic longitude in the first quad-
rant taken from Vallée (2008). Each set of two black circles represent
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range intersecting with the SC arm, and at those longitudes, the
SC arm should roughly lie 3.5, 3.7 and 4.3 kpc from the Sun. The
median distances to those GMFs are 2.3, 3.5 and 3.1 kpc, respec-
tively, so only GMF 20.0-17.9 falls within the uncertainty range.
Similarly the nearer Sagittarius arm lies at 1 kpc at l = 18�, grad-
ually increasing to 2 kpc at l = 41�, yet the GMFs are all more
distant than this arm by more than 1 kpc (except GMF 41.0-41.3
which is ⇠700 pc from the Sagittarius arm locus). Even with
these considerations, the GMFs appear to be largely inter-arm in
nature: more distant the nearby Sagittarius spiral arm and fore-
ground to the prominent SC arm.
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range intersecting with the SC arm, and at those longitudes, the
SC arm should roughly lie 3.5, 3.7 and 4.3 kpc from the Sun. The
median distances to those GMFs are 2.3, 3.5 and 3.1 kpc, respec-
tively, so only GMF 20.0-17.9 falls within the uncertainty range.
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nature: more distant the nearby Sagittarius spiral arm and fore-
ground to the prominent SC arm.

A73, page 7 of 22

Many of the long filaments 
are indeed located at inter-
arm regions.

Ragan et al. (2014 A&A 568, A73)



46% molecular gas below CO column densities of 1016 cm-2 

42% has an integrated CO emission of less than 0.1 K kms-1

fDG = 0.42 Xco=2.2 × 1020 cm-2K-1km-1s

jump due to 
shielding

dark gas fraction

(Smith et al., 2014, MNRAS, 441, 1628)



dark gas fraction

Observational estimates:  

Grenier et al. (2005)           fDG = 0.33-0.5 

Planck coll. (2011)*            fDG = 0.54 

Paradis et al. (2012)* fDG = 0.62  

    (inner fDG = 0.71, outer fDG = 0.43) 

Pineda et al. (2013)             fDG= 0.3 

Roman-Duval et al.              fDG ~ 0.5  
(in prep.)   

* dust methods have large uncertainties. 

fDG = 0.42

(Smith et al., 2014, MNRAS, 441, 1628)



• there is increasing evidence, that a significant fraction 
of the H2 gas in galaxies is not traced by CO  
(e.g. Pringle, Allen, Lubov 2001, Hosokawa & Inutsuka 
2007, Clark et al. 2012)

• 3D simulations of colliding HI gas forming molecular 
clouds at the stagnation region performed by Paul 
Clark in Heidelberg 

- SPH (also with FLASH)
- full fledged CO chemistry
- TREECOL for calculating extinction
- ‘standard’ dust model
- sink particles to account for local collapse (star formation)
- two models: slow and fast flow

further evidence



2604 P. C. Clark et al.

Figure 3. Evolution with time of the maximum density (blue, solid line)
and minimum temperature (red, dashed line) in the slow flow (top panel) and
the fast flow (bottom panel). Note that at any given instant, the coldest SPH
particle is not necessarily the densest, and so the lines plotted are strictly
independent of one another.

owing to the fact that in this case, star formation begins before all
of the low-density, unshocked gas has had time to cool sufficiently
to reach the cold phase.

As well as forming significantly more cold gas, we also see that
the fast flow forms more dense gas. Indeed, gas at number densities
n ≥ 104 cm−3 – the minimum density characteristic of the structures
identified observationally as pre-stellar cores – appears after only
about 2.5 Myr in the fast flow, in comparison to 19 Myr in the slow
flow. We also see that the evolution of the density fractions in the
slow flow is more stochastic, indicating that much of the structure
that is formed during the collision between the streams is transient.
This transient structure is either ripped apart by the ram pressure of
the flows or pushed apart by internal thermal pressure and turbulent
motions. In the fast flow, we do not see this behaviour; typically, the
mass above each of our threshold densities is continually rising.

4 C H E M I C A L A N D O B S E RVATI O NA L
TIME- SCA LES

In this section, we first give an overview of the general chemical
evolution of the flows and how long it takes to form a ‘molecular’

cloud in each case – i.e. one that would be seen by an observer
via CO emission. We then go on to look at how the post-processed
CO maps of HH08 compare to our fully self-consistent and time-
dependent treatment of the cloud chemistry. Finally, we look at how
the observable properties of the CO vary with time as the clouds
(and star-forming regions) are assembled.

4.1 General chemical evolution of the flows

An overview of the chemical state of the gas can be found in Fig. 6.
The left-hand plots depict how the global chemical state of the gas
evolves as the flow advances. They show the fraction of the available
hydrogen that is in the form of H2 and the fraction of the available
carbon that is in the form of C+, C or CO. The fraction of the total
carbon that is incorporated into other molecules, such as HCO+, is
always very small and is not plotted. The right-hand plots show the
maximum abundances of H2 and CO within the simulation, which
tells us whether there are any molecular-dominated regions within
the flow. Note that in this plot, the abundances are given with respect
to the overall number of hydrogen nuclei (a conserved quantity),
such that gas in the form of pure H2 will have a fractional abundance
of H2 that is 0.5, whereas gas in which all of the carbon is in the
form of CO will have a fractional abundance of CO that is 1.4 ×
10−4.

We start by looking at the evolution of the H2 in the cloud in Fig. 6.
The left-hand plot shows that the gas goes from being completely
atomic – as in our initial conditions – to having around 10 per cent of
its hydrogen in molecular form by the point at which star formation
sets in (∼7 per cent in the case of the slow flow and ∼12 per cent in
the case of the fast flow). The initial rise in the amount of H2 is also
sharp, going from essentially zero to around a per cent over a period
of less than 2 Myr in each flow. Such a rapid rise can be understood
by looking at the density evolution in Fig. 4. We see that for each
flow, the sudden rise in the H2 fraction is accompanied by a rapid
rise in the amount of gas with a density above 100 cm−3. Since the
formation time of H2 is of the order of 109/n Myr (Hollenbach &
McKee 1979), where n is the number density of the gas, we see
that once the gas density exceeds 100 cm−3, the time required to
convert a large fraction of the hydrogen to molecular form becomes
of the order of a few Myr. Therefore, the sudden appearance of H2

is simply a consequence of the structure that is formed in the flows.
Fig. 6 also shows that some pockets of gas can become almost

fully molecular very early in the calculation, as shown the right-
hand plots of Fig. 6. Again this is simply a reflection of the density
evolution that we see in Fig. 4. What is interesting is that these
pockets of H2 appear very early in the flows’ evolution, well before
the onset of star formation. In the slow flow, the pockets of molecular
gas appear more than 10 Myr before the first star-forming core,
and even in the fast flow, these pockets precede the star formation
by about 3 Myr. In both cases, the regions of molecular hydrogen
appear long before the flows have been able to assemble anything
that could be construed as a star-forming cloud. As such, they exist
in relative isolation during the pre-assembly phase.

In contrast to the early appearance of H2, the appearance of CO
occurs extremely late. The simulations start with all of their carbon
in the form of C+, and we see that most of the carbon stays in this
form as the flows evolve, even once star formation has begun within
the dense gas. Very shortly after the start of the simulation, a small
fraction of the C+ recombines, yielding neutral atomic carbon, and
the amount of this that is present in the flow rises over time as the
amount of cold, dense gas increases. In particular, the same increase
in density that is seen in Fig. 3 also causes the amount of neutral

C⃝ 2012 The Authors, MNRAS 424, 2599–2613
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Figure 5. The gas temperature–density distribution in the flows at the onset
of star formation.

In our calculations, the visual extinction is calculated during
the tree walk to get the gravitational forces, using our recently
developed TREECOL algorithm (Clark, Glover & KlessenClark et al.
2012), as described in Section 2.1. This yields a 48-pixel map of
the column densities (and hence visual extinctions) seen by each
SPH particle. We use this map to compute a mean visual extinction
AV,mean for each particle, using the following expression:

AV,mean = − 1
2.5

ln

[
1
48

48∑

i=1

exp(−2.5AV,i)

]
, (1)

where AV,i is the visual extinction associated with pixel number i,
and we sum over all 48 pixels. The weighted mean that we calculate
in this fashion accounts for the fact that the photodissociation rates
of molecules such as CO and the photoelectric heating rate of the
gas all depend on exponential functions of AV, rather than directly
on AV itself.

In Fig. 7 we show the distributions of temperature and mean
visual extinction for the particles in both flows, at a point 0.8 Myr
after the onset of star formation (recall that star formation occurs
at a time of 16 Myr in the slow flow and 4.4 Myr in the fast flow).
The points are coloured by the CO abundance of the corresponding
SPH particle, and results are only shown for SPH particles with
fractional CO abundances greater than 10−8. This means that very
little of the warm gas in the flows appears in the plot, since this
material typically has a CO abundance below this threshold. In the
case of the slow flow, we see from the figure that high CO fractions
are present only in gas with a mean visual extinction AV,mean > 2
and a temperature lower than 20 K. In this case, adopting the higher
temperature threshold and lower extinction threshold used by HH08

would lead to an overestimate of the fraction of the flow that would
be traced by CO, and thus identified as a molecular cloud. In the
fast flow, the HH08 approach fares better. In this case, the transition
from low to high CO abundances does indeed occur for AV,mean ∼
1, although for gas with a temperature below around 20–30 K; gas
with T ∼ 50 K and AV,mean ∼ 1 has a very low CO abundance.
Similar results were found in the one-dimensional calculations of
Bergin et al. (2004), who found that the gas must typically sit above
AV,mean ∼ 2 for CO to form efficiently.

The motivation for the extinction threshold adopted in HH08 was
provided by the study of van Dishoeck & Black (1988), who demon-
strated that in uniform density, plane-parallel cloud models, CO is
abundant in regions that have visual extinctions AV > 1. However,
the van Dishoeck & Black (1988) study did not account for density
inhomogeneities in the gas, which have the effect of significantly
complicating the relationship between the CO abundance and the
visual extinction (see e.g. Glover et al. 2010). The HH08 approach
therefore implicitly assumes that all of the gas with AV,mean ! 1 and
T < 50 K is dense enough to sustain a high CO abundance. As we
see in Fig. 7, this is not the case in our model clouds: the scatter in
the relationship between AV,mean and n is quite large, and so much
of the gas with AV,mean ∼ 1 has a density below 1000 cm−3, and
hence although it is relatively cold (T < 50 K), it is nevertheless too
diffuse to have a high CO abundance. A similar density threshold of
around 1000 cm−3 is also found in more idealized turbulent-cloud
models (see e.g. Molina, Glover & Federrath 2011).

One can see by just how much the true mass of the clouds would
be overestimated by looking at Fig. 8, which shows the cumulative
temperature distribution in terms of the flow mass. We see that there
is around an order of magnitude more gas with a temperature in the
range 20 < T < 50 K than a temperature T < 20 K has. Given that the
mean visual extinction of gas with T < 50 K is generally quite high,
as shown in Fig. 7, we see that the HH08 approach will typically
result in inferred ‘molecular clouds’ that are about 10 times more
massive than those predicted by our more self-consistent approach.

Nevertheless, it is clear that the basic motivation underlying the
HH08 approach is sound. Our results suggest that instead of using
a threshold of T < 50 K and AV,mean > 1, the values T < 20 K and
AV,mean > 2 would give a more accurate picture of the location of
the CO-bright gas, at least in the early stages of cloud assembly that
we focus on here.

4.3 Detection via CO emission

The plots in Fig. 6 show us that CO becomes highly abundant in
some regions of the cloud shortly before the onset of star formation.
However, this on its own does not tell us whether these regions
would actually be detectable in CO emission. In this section, we
post-process our results using the RADMC-3D1 radiative transfer code
in order to construct maps of the 12CO (1–0) line emission coming
from the region immediately surrounding the first star-forming core
in each flow. To compute the CO level populations, we use the large
velocity gradient approximation (Sobolev 1957), as implemented in
RADMC-3D by Shetty et al. (2011a,b). The SPH data are interpolated
on to a 2563 grid of size 6.48 pc, centred on the star-forming core. In
this manner, the self-consistently computed abundances of the CO
from the simulations can be used as the basis of the radiative transfer
calculation. The radiative transfer is done along the x-axis of the
grid, such that the rays are fired from negative x to positive x. The

1 http://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/
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Figure 6. Chemical evolution of the gas in the flow. In the left-hand column, we show the time evolution of the fraction of the total mass of hydrogen that is
in the form of H2 (red solid line) for the 6.8 km s−1 flow (upper panel) and the 13.6 km s−1 flow (lower panel). We also show the time evolution of the fraction
of the total mass of carbon that is in the form of C+ (green dashed line), C (orange dot–dashed line) and CO (blue double-dot–dashed line). In the right-hand
column, we show the peak values of the fractional abundances of H2 and CO. These are computed relative to the total number of hydrogen nuclei, and so the
maximum fractional abundances of H2 and CO are 0.5 and 1.4 × 10−4, respectively. Again, we show results for the 6.8 km s−1 flow in the upper panel and the
13.6 km s−1 flow in the lower panel. Note that the scale of the horizontal axis differs between the upper and lower panels.

resulting maps are hence those that would be seen by an observer
sitting at positive x (i.e. one who is looking along the flow).

The images in Fig. 9 show the results from the radiative transfer
calculations, along with the column number density for the same
region. The line transfer data are shown as the velocity-integrated
intensity (WCO) – the quantity that is commonly used to deter-
mine H2 column densities via the so-called ‘X-factor’ (Solomon
et al. 1987; Young & Scoville 1991; Dame, Hartmann & Thaddeus
2001). We perform the radiative transfer at four times in each flow’s
history, spanning a period from 2 Myr before the onset of star for-
mation to 0.8 Myr after the onset of star formation (which is also the
point at which we halt the simulations due to the rapidly increasing
computational expense).

We see that in both cases, WCO is large in the region immediately
surrounding the star-forming core, and that the dense pre-stellar
core is embedded in a larger region of diffuse CO emission. The
range of values for WCO in this region – from a few K km s−1 to
around 20–30 K km s−1 – appears to be consistent with the range
of values found in local clouds such as the Taurus molecular cloud
(Goldsmith et al. 2008; Narayanan et al. 2008). However, the length-
scale associated with the CO-bright regions does differ between the
two flows. For the slow flow, the region around the pre-stellar core is
2 pc in length at the onset of star formation, while in the fast flow the
region is somewhat smaller, having a diameter of roughly 0.5 pc.

In both cases, the extent of the CO emission reflects the column
density distribution in the gas. In general, however, it seems that at
these early times the CO is confined to regions that are undergoing
gravitational collapse.

The images shown in Fig. 9 also demonstrate that both the size of
the CO-bright region and the strength of the emission from this re-
gion vary strongly with time. At a time of 2 Myr before the onset of
star formation, there is essentially no visible CO emission coming
from the fast flow, and only one small region of relatively faint emis-
sion in the slow flow.2 However, the size of the CO-bright region and
the strength of the emission from this region both increase rapidly as
the pre-stellar core begins to undergo gravitational collapse. From
the column density images, we can see that this change largely just
reflects the change in the column density distribution that occurs
as the core collapses. Although the observational definition of ‘de-
tection’ of a molecular cloud via CO emission can vary, depending
on the method used to extract the cloud from the data set and the
telescope used to conduct the survey, a value ofWCO ! 1 K km s−1

2 Strictly speaking, there is a very low level of CO emission coming from
every part of the cloud, but in the image we only indicate the emission when
WCO ≥ 0.1 K km s−1, as emission below this threshold would not in practice
be detectable.
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Figure 9. The images show the evolution of the column number density, N, and the velocity-integrated intensity in the J = 1–0 line of 12CO, WCO (1–0),
for the region in which the first star forms in each of the flows. Four times are shown: 2 Myr prior to star formation (upper left-hand panels), 1 Myr prior to
star formation (upper right-hand panels), the point of star formation (lower left-hand panels) and 0.8 Myr after the onset of star formation (lower right-hand
panels). The CO-integrated intensity map is obtained via a radiative transfer calculation performed with the RADMC-3D code and uses the large velocity gradient
approximation to compute the CO level populations.

simulation before the onset of star formation, and hence correspond
to a time less than 105 yr prior to the formation of the first sink
particle.3

3 We produce output snapshots every 105 yr during the runs.

As in the previous sections, we again see a very different picture
when we compare the conditions surrounding the star-forming core
in each flow. The main difference between the simulations is that
the slow flow is almost entirely Jeans unstable by the onset of star
formation (i.e. its gravitational energy is greater than its thermal
energy), while the fast flow is in general gravitationally stable. This

C⃝ 2012 The Authors, MNRAS 424, 2599–2613
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50 pc

next steps:  
studying details of 
ISM morphology and 
star formation in 
dedicated zoom-in 
simulation 

example:  
giant molecular cloud 
complex (~106 M⦿) 
viewed in the plane 
of the disk.

large-scale filaments

50 pc

Ragan et al., 2014, A&A, 568, A73)
Smith et al. (2014, MNRAS, 445, 2900)



50 pc

next steps:  
studying details of 
ISM morphology and 
star formation in 
dedicated zoom-in 
simulation  
(resolution ≲2000 AU, 
with full chemistry) 

analysis:  
- morphology 
- velocity 
- chemistry 
- observations (dust  
  maps for Herschel,  
  CO, N2H+, HCN,  
  etc. for line obs.) 

zoom-in on filaments

Smith et al. (2014, MNRAS, 445, 2900,  
also Smith et al. 2012, ApJ, 750, 64, Smith et al. 2013, ApJ, 771, 24, Chira et al., 2014, MNRAS, 444, 874)

3

Figure 2. The four simulations at the end of the analysed period. The filament skeleton identified using DispPerSE is shown in grey,
the filaments analysed are shown in white, and star-forming cores are shown by black diamonds.

likely to undergo future star formation. Using DispPerSE
we generate a list of filament segments describing the local
orientation of the filament on the column density grid. Fig-
ure 2 shows an example of the filaments found by DispPerSE
when applied to our simulations. To find the density profile
of the filaments we find the density profile perpendicular to
the filament in each local section. Following the approach of
Arzoumanian et al. (2011) these are then averaged to give
the mean filament density profiles and their standard devi-
ation.

In order to compare the observed filaments with the 3D
simulation distribution we also investigate how the filaments
seen in column density correspond to the underlying density
distribution. Again we use DispPerSE to identify filaments,
this time using a 3D density grid derived from the simula-
tion. Once we have the skeleton of the new filaments we find
the density profile perpendicular to the 3D filament filament
vector in each section using the densities and positions from
the original simulation not the grid, and as before find the
average filament profile.

c⃝ 2010 RAS, MNRAS 000, 1–13
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Figure 4. Top: The filaments S2F1T180, S3F1T170 and S4F1T030 from left to right. The green points show the 2D spine of the filament.
Bottom: The filament column density profiles in log space. The black lines show the average column density profiles, the grey error bars
show the standard deviation of the average, the red line shows the best Plummer-like fit, the green line shows the best Gaussian fit to
the entire filament, and the blue line shows the best Gaussian fit to the core of the filament.

Dataset p Rflat FWHMall

avg. σ avg. σ avg. σ

This work 2.20 0.54 0.074 0.042 0.348 0.091
A11 1.68 0.27 0.046 0.026 - -
J12a 2.28 1.71 0.078 0.099 0.336 0.186

Table 3. Comparison to observations (all physical sizes in par-
secs). A11 represents Arzoumanian et al. (2011) and J12a rep-
resents Juvela et al. (2012a). The full width half maximum in
Arzoumanian is not quoted as it is only measured for the flat
core of the filament.

3 compares the average fitted parameters to observational
estimates by A11 and J12a. The observational datasets also
include some longer and lower density filaments that are not
necessarily star-forming. Nevertheless, filaments in molecu-
lar clouds are found to have fairly universal properties in
A11 and so our filament properties should match the ob-
servations if the simulations are an accurate depiction of
reality.

In agreement with the observations we typically find

that the best fitting Plummer-like profiles have a relatively
shallow power law index p ∼ 2. The prediction for an isother-
mal cylinder in hydrostatic equilibrium is p = 4 (Ostriker
1964). Clearly both our theoretical models and the obser-
vations disagree with this value. One potential explanation
proposed for this disparity is support by magnetic fields,
as magnetised filaments typically exhibit shallower profiles
(Fiege & Pudritz 2000). However, our simulations do not
include magnetic fields, and so magnetic support cannot be
the explanation for the shallow profiles that we find for our
simulated filaments. Another potential explanation comes
from (Fischera & Martin 2012) who found that while fila-
ments that were highly over-pressured with respect to their
environment tended towards ρ(r) ∝ r−4 at large radii, in
agreement with the classical isothermal result, a smaller
over-pressure of 6-12 times the background level results in
profiles more consistent with ρ(r) ∝ r−2 at large radii. On-
going accretion in a direction perpendicular to the filament
may also flatten the density profile. Both these effects are
operative for our simulated filaments.

Our mean best fit values of p and Rflat are in remark-
ably close agreement with the observations of J12a and are

c⃝ 2010 RAS, MNRAS 000, 1–19

50 pc

Smith et al. (2014, MNRAS, 445, 2900)

filaments do not have universal width
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Figure 4. Top: The filaments S2F1T180, S3F1T170 and S4F1T030 from left to right. The green points show the 2D spine of the filament.
Bottom: The filament column density profiles in log space. The black lines show the average column density profiles, the grey error bars
show the standard deviation of the average, the red line shows the best Plummer-like fit, the green line shows the best Gaussian fit to
the entire filament, and the blue line shows the best Gaussian fit to the core of the filament.

Dataset p Rflat FWHMall

avg. σ avg. σ avg. σ

This work 2.20 0.54 0.074 0.042 0.348 0.091
A11 1.68 0.27 0.046 0.026 - -
J12a 2.28 1.71 0.078 0.099 0.336 0.186

Table 3. Comparison to observations (all physical sizes in par-
secs). A11 represents Arzoumanian et al. (2011) and J12a rep-
resents Juvela et al. (2012a). The full width half maximum in
Arzoumanian is not quoted as it is only measured for the flat
core of the filament.

3 compares the average fitted parameters to observational
estimates by A11 and J12a. The observational datasets also
include some longer and lower density filaments that are not
necessarily star-forming. Nevertheless, filaments in molecu-
lar clouds are found to have fairly universal properties in
A11 and so our filament properties should match the ob-
servations if the simulations are an accurate depiction of
reality.

In agreement with the observations we typically find

that the best fitting Plummer-like profiles have a relatively
shallow power law index p ∼ 2. The prediction for an isother-
mal cylinder in hydrostatic equilibrium is p = 4 (Ostriker
1964). Clearly both our theoretical models and the obser-
vations disagree with this value. One potential explanation
proposed for this disparity is support by magnetic fields,
as magnetised filaments typically exhibit shallower profiles
(Fiege & Pudritz 2000). However, our simulations do not
include magnetic fields, and so magnetic support cannot be
the explanation for the shallow profiles that we find for our
simulated filaments. Another potential explanation comes
from (Fischera & Martin 2012) who found that while fila-
ments that were highly over-pressured with respect to their
environment tended towards ρ(r) ∝ r−4 at large radii, in
agreement with the classical isothermal result, a smaller
over-pressure of 6-12 times the background level results in
profiles more consistent with ρ(r) ∝ r−2 at large radii. On-
going accretion in a direction perpendicular to the filament
may also flatten the density profile. Both these effects are
operative for our simulated filaments.

Our mean best fit values of p and Rflat are in remark-
ably close agreement with the observations of J12a and are
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3D filaments have complex structure

13

Figure 9. Filament 1 from S1 (top) and Filament 1 from S2 (bottom). The panels on the left show our standard x-y projection view
in which we identified the filaments using the column densities. The middle panels shows the same gas projected in the y-z plane. The
green points in these panels are at the same x-y position as on the left but the z co-ordinate is taken from the cell that has the maximum
density at that x-y position. The filaments are clearly not one continuous maximum density structure. The panels on the right show the
y-z projection, finding the z co-ordinate by finding a new filament in y-z column density.

tion which is elongated along the y-axis, as shown in Figure
11 and online.

Ideally, we would like to find the 3D density profile by
fitting the average density profile perpendicular to the fila-
ment spine as in Section 3. However, the averaged 3D den-
sity distribution is extremely noisy. In Figure 12 we show
the average of the density profiles parallel to the filament
3D spine vectors for S1-F1-T140 shown in Figure 11. The
profile contains multiple peaks due to the closely overlap-
ping sub-filaments. While it is possible to fit the profile with
Equation 1 the fit is poor. This can be easily understood by
inspecting Figure 10 which shows that the density distribu-
tion within the gas in never radially symmetric.

Instead we fit each segment of the all the 3D spine vec-
tors identified from DisPerSE individually. For each segment
we centre on the densest gas, rotate the simulation gas cells
about the spine vector, and calculate the profile of the gas
in that segment. As the 3D spine is made up of a variety of
sub-filaments it is not a continuous structure but contains a
mixture of segments from different sub-filaments. In Figure
13 we show the distribution of the best fit values for the

3D Plummer-profile (Equation 1) for the segments of the
3D spine found for the filaments in each of the simulations.
Table 6 summarises the average and median values of the
best fits for the filaments in each simulation. In Table 6 we
do not include the FWHM as we found that it generally did
not fit the filament well in 3D and was purely determined
by the shape of the background gas.

Figure 13 shows that there is over a magnitude scatter
in the best fits found for the individual 3D spine filament
segments. There does not seem to be many visible differ-
ences between the two distributions, however, a K-S test
does confirm that the four datasets are drawn from differ-
ent populations. The mean flattening radius for the three
simulations are very similar (Rflat ∼ 0.035) and are smaller
than the flattening radius found in 2D at the same time in
Table 2. The jeans length for gas of 105 cm−3 at T = 12 K
(typical of the gas at the centre of the filaments) is 0.032 pc.
The filament flattening radii seen in 3D are therefore con-
sistent with that predicted by thermal support. In column
density projection the filaments flattening radii are much
more variable than in 3D, this suggests that differences in

c⃝ 2010 RAS, MNRAS 000, 1–19

Smith et al. (2014, MNRAS, 445, 2900)

2D filament detection 
shows nice coherent 
filament

2D + LOS peak 
detection shows 
complex structure

full 3D filament 
analysis confirms  
this picture



50 pc

walk along the filament

Smith et al. (2014, in preparation)

• walking along the 
filament exhibits 
complex 3D structure 
that is now (fully) seen 
in projected density 

• is this similar to the 
filament fibers proposed 
by Hacar et al.  
(2013, A&A, 554, 55)

A. Hacar et al.: Hierarchical core formation in L1495/B213
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Fig. 12. Location of the cloud components of L1495/B213 identified with the FIVe algorithm. Each component is represented by
its central axis and has been color-coded for easier identification. The background grey-scale image is a SPIRE 250µm continuum
map from the Gould Belt Survey (André et al. 2010) that has been blanked out to match the coverage of our FCRAO data.

length of the components is about 15 M� pc�1. This value is sig-
nificantly lower than the ⇡ 54 M� pc�1 derived by Palmeirim et
al. (2013) from their Herschel continuum data, but as mentioned
before, this di↵erence results from the fact that the continuum
analysis associates all the mass to a single cloud component,
while our line analysis shows that the mass is distributed among
distinct velocity components.

Interestingly, the derived mean mass per unit length of
15 M� pc�1 is very close to the equilibrium value for an isother-
mal cylinder in pressure equilibrium at 10 K (Stodólkiewicz
1963; Ostriker 1964). This property, and both the length and as-
pect ratio discussed before, make the L1495/B213 components
very similar to the velocity-coherent filaments of the nearby
L1517 cloud, also studied using C18O data. These L1517 fila-
ments had aspect ratios of approximately 4, typical lengths of
0.5 pc, and mass per unit length in agreement with the predic-
tion for a 10 K isothermal cylinder (Hacar & Tafalla 2011).

A notable di↵erence with the L1517 filaments is the larger
velocity dispersion of the gas in the L1495/B213 components.
The middle-right histogram in Fig. 13 shows the distribution
of the non-thermal velocity dispersion normalized to the sound
speed at 10 K, as calculated by taking the unweighted mean of
the non thermal linewdiths in the individual gaussian fits to the
spectra (the dispersion of the individual line center velocities
presents a similar behavior). While the gas in the L1517 fila-
ments was overwhelmingly subsonic (98% of the points) with a
typical �NT /cs = 0.54 ± 0.19, the gas in L1495/B213 presents
an approximately sonic dispersion of �NT /cs = 1.0 ± 0.2, al-

though there is a ⇠ 15% minority of subsonic, L1517-like fil-
aments. This larger value of the C18O non-thermal motions in
L1495/B213 does not arise only from the action of the embed-
ded protostars (whose e↵ect is noticeable but local), and indi-
cates that the gas in most L1495/B213 filaments is more tur-
bulent, or has larger internal velocity gradients, than the gas in
L1517. Even so, the estimated �NT /cs values indicate that the
internal motions in the L1495/B213 filaments are at most mildly
transonic, and therefore inconsistent with a possible picture of
supersonic turbulence.

Probably related to this larger C18O dispersion is an also
larger dispersion of the non-thermal component of N2H+. The
mean �NT /cs value for this species is 0.61 ± 0.17, compared to
0.36 ± 0.09 in L1517. Apart from this higher velocity disper-
sion, the behavior of the gas in the L1495/B213 filaments is very
similar to L1517, as we discuss in the following section.

The final two histograms present the distribution of velocity
gradients measured along the long axis of each filament (bot-
tom panels of Fig. 13). The left histogram shows the distribution
of global velocity gradients, which are determined by fitting the
full set of LSR velocity values along the long axis with a single
linear gradient. The right histogram (Fig. 13f) shows the distri-
bution of local velocity gradients, which are determined using a
similar method, but this time splitting the velocity data in 0.1 pc
fragments and then taking the average of the fits. As can be seen,
the mean value of the global gradients is close to 0.5 km s�1pc�1,
and the mean value of the local gradients is about 1 km s�1pc�1.
The larger value of the local gradients results from the presence
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Smith et al. (2014, MNRAS, 445, 2900)
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summary

NGC 3324 (Hubble, NASA/ESA)

Star formation is intrinsically a multi-scale and multi-physics problem. 
Many different processes need to be considered simultaneously. 

• hierarchical Bayesian statistics indicated galaxy 
to galaxy variations in the KS relation with typically 
sublinear slope
→ how much diffuse CO gas is there 

• detailed (M)HD calculations with time-dependent chemistry 
allow us to study the properties of CO-dark H2 gas
→ implications for interpreting observational data?

• molecular clouds are filamentary, but filament parameters 
(width, slope, central density) may vary significantly
→ what does it mean for star cluster formation?

• next steps: 
multi-physics simulations with Arepo and FLASH for comparison with 
existing survey data
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