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CO as a tracer of cold dense gas

•  Although we are interested in H2 from a theoretical 
viewpoint, it’s not what we observe.

• First energy-level of H2 sits at a high temperature (512K), and 
so is not excited in the cold (well shielded) regions where H2 
forms.

• As such, we tend to resort to the next most abundant 
molecule, CO.

• Has a low energy transition (5.35 K), and is thus easily excited 
inside molecular clouds.

• Shown to be an excellent tracer of dense, cold gas
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CO chemistry

Sternberg & Dalgarno (1995)



• Assumes that H is already in form of H2

• Focus on the conversion of C+ ↔ CO

• Assume that reaction is initiated by the formation of a 
hydrocarbon radical (e.g. CH or CH2) denoted as CHx

• These are formed by slow radiative association reactions, eg:

Approximate CO chemistry

• Taken to be the rate-limiting step

C+ +H2 ! CH+
2 + photon

Nelson & Langer (1997):



• Intermediate CHx ion or radical can then react to form CO:

• However not all the CHx will get the chance to react -- some will be 
dissociated. 

• NL97 express this with the ratio β:

Nelson & Langer (1997):

O+CH
x

! CO+H

Approximations for CO chemistry 3

3 CHEMICAL MODELS

3.1 Glover et al. (2010) [G10g, G10ng]

The first model we consider is a slightly modified version
of the Glover et al. (2010) chemical model. This consists
of 218 reactions amongst 32 species, and so although it is
the most complicated of the approximate models included
in this study, it nevertheless still represents a considerable
simplification compared to a model including the full set of
reactions from e.g. the UMIST Database for Astrochemistry.
However, Glover et al. (2010) demonstrated that this simpli-
fied model could accurately reproduce the results obtained
with a far more comprehensive model for several 1D test
problems, while at the same time being small enough to be
usable in a three-dimensional simulation.

We have made one significant change to the Glover et al.
(2010) chemical network: the inclusion of an optional treat-
ment of the e↵ects of the recombination of H+, He+, C+,
and O+ ions on the surfaces of charged dust grains. We
treat these processes using the formalism of Weingartner &
Draine (2001), which includes the e↵ects of very small dust
grains and polycyclic aromatic hydrocarbons. These grain
surface processes are not included in any of the other mod-
els that we examine, and in order to understand what e↵ect
they have on the outcome of the simulations, we have per-
formed runs both with and without them. In the remain-
der of the paper, we denote these simulations as G10g and
G10ng, respectively.

We have also made a number of modifications to our
treatment of the thermodynamic behaviour of the gas, in
order to improve our ability to model very cold gas. These
improvements are used for all of the models examined here
and full details of them are given in the Appendix.

3.2 Nelson & Langer (1997) [NL97]

A much simpler approximation is given by the model pro-
posed by Nelson & Langer (1997), which they used to study
the dynamics of low-mass (M = 100–400 M�) molecular
clouds. In their study, Nelson & Langer (1997) assume that
all of the hydrogen is already in the form of H2, and focus
their attention on the conversion of singly ionized carbon,
C+, to carbon monoxide, CO. Their approximation involves
the assumption of direct conversion from C+ to CO, and vice
versa, which allows them to ignore any intermediate species
(such as neutral atomic carbon, C). They assume that the
conversion of C+ to CO is initiated by the formation of an
intermediate hydrocarbon radical (e.g. CH or CH2), which
they denote as CH

x

. This may then react with oxygen to
form CO, or be photodissociated by the interstellar radia-
tion field. Once CO has formed, it is then only destroyed by
photodissociation, yielding C and O, but the neutral carbon
produced in this way is assumed to be instantly photoion-
ized, yielding C+. Since the formation of the hydrocarbon
radical will typically involve a slow radiative association re-
action as the initial step, such as the formation of CH+

2 via

C+ + H2 ! CH+
2 + �, (1)

Nelson & Langer (1997) assume that this is the rate limiting
step for the formation of CO, and write the rate equation
for the CO number density as:1

dnCO

dt

= k0nC+nH2� � �COnCO, (2)

where nC+ is the number density of C+ ions and nH2 is the
number density of hydrogen molecules. In Equation 2, k0

is the rate coe�cient for the formation of the intermediate
CH

x

ion or radical, which Nelson & Langer (1997) give as
k0 = 5 ⇥ 10�16 cm3 s�1, and �CO is the photodissociation
rate of CO, given in their model as

�CO = 10�10
G0 exp(�2.5AV) s�1

, (3)

where G0 is the strength of the ultraviolet radiation field
in units of the Habing (1968) field. In our simulations, we
adopt the Draine (1978) parameterization of the interstellar
ultraviolet radiation field and so G0 = 1.7. The variable �

in Equation 2 represents the proportion of the CH
x

that
successfully forms CO. This is given in the Nelson & Langer
(1997) model by

� =
k1xO

k1xO + �CHx/n

, (4)

where n is the number density of hydrogen nuclei, xO is
the fractional abundance of atomic oxygen, k1 is the rate
coe�cient for the formation of CO from O + CH

x

, given by
Nelson & Langer as k1 = 5⇥10�10 cm3 s�1, and �CHx is the
photodissociation rate of CH

x

, given by

�CHx = 5⇥ 10�10
G0 exp(�2.5AV) s�1

. (5)

We have implemented this treatment of the carbon
chemistry, with a couple of minor changes. In place of the
rate assumed by Nelson & Langer (1997) for �CO, we use
a rate �CO = 2 ⇥ 10�10

G0 exp(�2.5AV)fsh s�1, where fsh

is a shielding factor that quantifies the e↵ects of CO self-
shielding and the shielding of CO by H2 Lyman-Werner
band absorption. This is the same rate coe�cient as that
used in the G10g model, and is based on work by van
Dishoeck & Black (1988) and Lee et al. (1996). We have
made this substitution in an e↵ort to minimize any di↵er-
ences between the models that arise purely from di↵erences
in the rate coe�cients adopted. The influence of rate coef-
ficient uncertainties on molecular cloud chemistry has been
studied in detail elsewhere (see e.g. Millar et al. 1988; Wake-
lam, Herbst & Selsis 2006; Wakelam et al. 2010) and is not
our primary focus here, as we are interested more in the in-
fluence of the design of the chemical network itself. Since we

1 In actual fact, Nelson & Langer give slightly di↵erent forms for
Equations 2 and 4, writing n in place of nH2 in Equation 2 (equa-
tion 18 in their paper) and vice versa in Equation 4 (equation 20
in their paper). However, this appears to be a typographical er-
ror, as one can see by considering the behaviour of the system
when the H2 number density and the UV field strength are both
zero. According to the logic of the NL97 model, the formation
rate of CO in this case should also be zero, since H2 is required in
order to form the intermediate hydrocarbon radical. However, if
one uses the original expressions given in Nelson & Langer (1997)

for dnCO
dt

and �, one finds that they do not show this behaviour
– instead, � ! 1 in the limit that nH2 ! 0 and the predicted CO
formation rate remains larger than zero.
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• Once CO has formed, they assume it is only destroyed via 
photodissociation, to form C and O.

• Also assume that C is instantly photo-ionised to C+ (no treatment 
of neutral C)

• The CO rate can then be written in the following format:

Approximate CO chemistry
Nelson & Langer (1997):
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• The rate co-effs k0 and k1 are given by 5 × 10-16 cm3/s 
and 5 × 10-10 cm3/s respectively



Approximate CO chemistry
Nelson & Langer (1999):

4 Glover & Clark

have adopted a larger value for �CO, we have also adopted
a larger value for �CHx , so as to keep the ratio of �CHx/�CO

in the optically thin limit the same as in Nelson & Langer
(1997). This yields a value for �CHx that is more in keeping
with the rates adopted for CH and CH2 photodissociation
and photoionization in the G10g model (see Glover et al.
2010, Appendix A). To compute the shielding factor fsh, we
use our standard six-ray treatment to determine the H2 and
CO column densities, and then convert these to a shielding
factor using the data tabulated in Lee et al. (1996).

In addition, and unlike Nelson & Langer (1997), we do
not assume that the hydrogen is completely molecular, but
instead follow the evolution of the H2 and H+ abundances
explicitly using the same hydrogen chemistry network as
in Glover & Mac Low (2007a,b). The abundance of neutral
atomic hydrogen, H, then follows from a simple conservation
law. We include the e↵ects of H2 self-shielding and dust
shielding using the same six-ray treatment as in the G10g
model.

3.3 Nelson & Langer (1999) [NL99]

In a later paper, Nelson & Langer suggested an alternative
approximation for modelling the formation of CO (Nelson
& Langer 1999). This was designed for a similar purpose
as the Nelson & Langer (1997) approximation, but is con-
siderably more sophisticated. Notably, it allows for the for-
mation of CO via multiple pathways. In addition to the for-
mation channel involving the composite hydrocarbon radical
CH

x

(which should be understood to represent both CH and
CH2) that forms the basis of the NL97 model, the Nelson
& Langer (1999) model (hereafter NL99) also allows for CO
formation via the composite oxygen species OH

x

(represent-
ing the species OH, H2O, O2 and their ions) as well as via
the recombination of HCO+. In addition, photodissociation
is no longer the only fate for the CO: the network also in-
cludes the conversion of CO to HCO+ by proton transfer
from H+

3 , and its destruction by dissociative charge transfer
from ionized helium:

CO + He+ ! C+ + O + He. (6)

A further notable di↵erence between the NL97 and NL99
models is the fact that the latter model tracks the abun-
dance of neutral atomic carbon, rather than just C+ and
CO. Finally, Nelson & Langer (1999) also include in their
model a small number of reactions involving a species they
denote as M that represents the combined e↵ects of low ion-
ization potential metals such as Mg, Fe, Ca and Na, which
become the dominant atomic charge carriers in very shielded
regions of the cloud. The full list of reactions included in the
Nelson & Langer (1999) model is given in Table 1.

Many of the reactions in the NL99 model are also in-
cluded in the G10g model, and for these reactions we adopt
the same rate coe�cients in both models, for the reasons dis-
cussed previously. For the reactions not in the G10g model –
notably, those involving CH

x

, OH
x

or M, we adopt the same
rate coe�cients as in NL99. For the elemental abundance of
M, which is not included in any of our other chemical mod-
els, we adopt the same value as in Nelson & Langer (1999),
i.e. xM,tot = 10�7, and we assume that it is initially fully
ionized.

Table 1. Reactions in the NL99 chemical model

Reaction Notes

H2 + c.r.! H+
2 + e� 1

H+
2 + H2 ! H+

3 + H 1
He + c.r.! He+ + e�

C + H+
3 ! CHx + H2

O + H+
3 ! OHx + H2

CO + H+
3 ! HCO+ + H2

He+ + H2 ! He + H + H+

He+ + CO! C+ + O + He
C+ + H2 ! CHx + H
C+ + OHx ! HCO+

O + CHx ! CO + H
C + OHx ! CO + H
He+ + e� ! He + �

H+
3 + e� ! H2 + H

C+ + e� ! C + �

HCO+ + e� ! CO + H
M+ + e� ! M + � 2
H+

3 + M! M+ + H2 + H 2
C + � ! C+ + e�

CHx + � ! C + H
CO + � ! C + O
OHx + � ! O + H
M + � ! M+ + e� 2
HCO+ + � ! CO + H+

Notes: 1: These two reactions are combined into a single pseudo-
reaction in NL99, as it is assumed that all of the H+

2 formed by
the first reaction is immediately consumed by the second. 2: M
represents the combined contributions of several low ionization
potential metals, such as Mg, Fe, Ca and Na.

We also supplement the list of reactions given in Table 1
with those used in the Glover & Mac Low (2007a,b) network
for hydrogen chemistry, and once again include the e↵ects
of shielding using our standard six-ray approach. As in the
case of the NL97 model, we include the e↵ects of CO self-
shielding and the shielding of CO by H2 in order to allow us
to make a fair comparison with the G10g model.

3.4 Keto & Caselli (2008) [KC08e, KC08n]

The final two approximations that we consider in this study
are based on the work of Keto & Caselli (2008), and were de-
veloped for the study of the thermal balance in dense prestel-
lar cores. As in Nelson & Langer (1997), they assume that
CO forms primarily via an intermediate hydrocarbon radi-
cal, explicitly assumed in this case to be CH2, and that the
formation of this radical is the rate limiting step in the for-
mation of CO. Unlike Nelson & Langer (1997), they do not
account for photodissociation of the CH2, and so write the
rate equation for the CO number density as

dnCO

dt

= kRAnH2nC+ � �COnCO, (7)

where kRA is the rate coe�cient describing the formation
of CH2 from C+ and H2 (via radiative association to form
CH+

2 , which is then rapidly converted to CH2) and �CO is
the photodissociation rate of CO, the only destruction mech-
anism for CO that is included in their models. Unlike Nel-
son & Langer (1997), they do not assume that the carbon
produced by CO photodissociation will be instantly pho-
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have adopted a larger value for �CO, we have also adopted
a larger value for �CHx , so as to keep the ratio of �CHx/�CO

in the optically thin limit the same as in Nelson & Langer
(1997). This yields a value for �CHx that is more in keeping
with the rates adopted for CH and CH2 photodissociation
and photoionization in the G10g model (see Glover et al.
2010, Appendix A). To compute the shielding factor fsh, we
use our standard six-ray treatment to determine the H2 and
CO column densities, and then convert these to a shielding
factor using the data tabulated in Lee et al. (1996).

In addition, and unlike Nelson & Langer (1997), we do
not assume that the hydrogen is completely molecular, but
instead follow the evolution of the H2 and H+ abundances
explicitly using the same hydrogen chemistry network as
in Glover & Mac Low (2007a,b). The abundance of neutral
atomic hydrogen, H, then follows from a simple conservation
law. We include the e↵ects of H2 self-shielding and dust
shielding using the same six-ray treatment as in the G10g
model.

3.3 Nelson & Langer (1999) [NL99]

In a later paper, Nelson & Langer suggested an alternative
approximation for modelling the formation of CO (Nelson
& Langer 1999). This was designed for a similar purpose
as the Nelson & Langer (1997) approximation, but is con-
siderably more sophisticated. Notably, it allows for the for-
mation of CO via multiple pathways. In addition to the for-
mation channel involving the composite hydrocarbon radical
CH

x

(which should be understood to represent both CH and
CH2) that forms the basis of the NL97 model, the Nelson
& Langer (1999) model (hereafter NL99) also allows for CO
formation via the composite oxygen species OH

x

(represent-
ing the species OH, H2O, O2 and their ions) as well as via
the recombination of HCO+. In addition, photodissociation
is no longer the only fate for the CO: the network also in-
cludes the conversion of CO to HCO+ by proton transfer
from H+

3 , and its destruction by dissociative charge transfer
from ionized helium:

CO + He+ ! C+ + O + He. (6)

A further notable di↵erence between the NL97 and NL99
models is the fact that the latter model tracks the abun-
dance of neutral atomic carbon, rather than just C+ and
CO. Finally, Nelson & Langer (1999) also include in their
model a small number of reactions involving a species they
denote as M that represents the combined e↵ects of low ion-
ization potential metals such as Mg, Fe, Ca and Na, which
become the dominant atomic charge carriers in very shielded
regions of the cloud. The full list of reactions included in the
Nelson & Langer (1999) model is given in Table 1.

Many of the reactions in the NL99 model are also in-
cluded in the G10g model, and for these reactions we adopt
the same rate coe�cients in both models, for the reasons dis-
cussed previously. For the reactions not in the G10g model –
notably, those involving CH

x

, OH
x

or M, we adopt the same
rate coe�cients as in NL99. For the elemental abundance of
M, which is not included in any of our other chemical mod-
els, we adopt the same value as in Nelson & Langer (1999),
i.e. xM,tot = 10�7, and we assume that it is initially fully
ionized.

Table 1. Reactions in the NL99 chemical model

Reaction Notes

H2 + c.r.! H+
2 + e� 1

H+
2 + H2 ! H+

3 + H 1
He + c.r.! He+ + e�

C + H+
3 ! CHx + H2

O + H+
3 ! OHx + H2

CO + H+
3 ! HCO+ + H2

He+ + H2 ! He + H + H+

He+ + CO! C+ + O + He
C+ + H2 ! CHx + H
C+ + OHx ! HCO+

O + CHx ! CO + H
C + OHx ! CO + H
He+ + e� ! He + �

H+
3 + e� ! H2 + H

C+ + e� ! C + �

HCO+ + e� ! CO + H
M+ + e� ! M + � 2
H+

3 + M! M+ + H2 + H 2
C + � ! C+ + e�

CHx + � ! C + H
CO + � ! C + O
OHx + � ! O + H
M + � ! M+ + e� 2
HCO+ + � ! CO + H+

Notes: 1: These two reactions are combined into a single pseudo-
reaction in NL99, as it is assumed that all of the H+

2 formed by
the first reaction is immediately consumed by the second. 2: M
represents the combined contributions of several low ionization
potential metals, such as Mg, Fe, Ca and Na.

We also supplement the list of reactions given in Table 1
with those used in the Glover & Mac Low (2007a,b) network
for hydrogen chemistry, and once again include the e↵ects
of shielding using our standard six-ray approach. As in the
case of the NL97 model, we include the e↵ects of CO self-
shielding and the shielding of CO by H2 in order to allow us
to make a fair comparison with the G10g model.

3.4 Keto & Caselli (2008) [KC08e, KC08n]

The final two approximations that we consider in this study
are based on the work of Keto & Caselli (2008), and were de-
veloped for the study of the thermal balance in dense prestel-
lar cores. As in Nelson & Langer (1997), they assume that
CO forms primarily via an intermediate hydrocarbon radi-
cal, explicitly assumed in this case to be CH2, and that the
formation of this radical is the rate limiting step in the for-
mation of CO. Unlike Nelson & Langer (1997), they do not
account for photodissociation of the CH2, and so write the
rate equation for the CO number density as

dnCO

dt

= kRAnH2nC+ � �COnCO, (7)

where kRA is the rate coe�cient describing the formation
of CH2 from C+ and H2 (via radiative association to form
CH+

2 , which is then rapidly converted to CH2) and �CO is
the photodissociation rate of CO, the only destruction mech-
anism for CO that is included in their models. Unlike Nel-
son & Langer (1997), they do not assume that the carbon
produced by CO photodissociation will be instantly pho-
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Approximate CO chemistry

Glover et al. (2010):

• 218 reactions with 32 species.

• Has recently been improved to 
include recombination of H+, He+ 
and C+ on the surface of dust 
grains.

• Yikes! Is this necessary?

34 Glover et al.

Table B1 – continued

88 H2 + He+ → He + H+
2 k88 = 7.2 × 10−15 63

89 H2 + He+ → He + H + H+ k89 = 3.7 × 10−14 exp
(

−35
T

)

63

90 CH + H+ → CH+ + H k90 = 1.9 × 10−9 28
91 CH2 + H+ → CH+

2 + H k91 = 1.4 × 10−9 28
92 CH2 + He+ → C+ + He + H2 k92 = 7.5 × 10−10 28
93 C2 + He+ → C+ + C + He k93 = 1.6 × 10−9 28
94 OH + H+ → OH+ + H k94 = 2.1 × 10−9 28
95 OH + He+ → O+ + He + H k95 = 1.1 × 10−9 28
96 H2O + H+ → H2O+ + H k96 = 6.9 × 10−9 64
97 H2O + He+ → OH + He + H+ k97 = 2.04 × 10−10 65
98 H2O + He+ → OH+ + He + H k98 = 2.86 × 10−10 65
99 H2O + He+ → H2O+ + He k99 = 6.05 × 10−11 65
100 O2 + H+ → O+

2 + H k100 = 2.0 × 10−9 64
101 O2 + He+ → O+

2 + He k101 = 3.3 × 10−11 66
102 O2 + He+ → O+ + O + He k102 = 1.1 × 10−9 66
103 O+

2 + C → O2 + C+ k103 = 5.2 × 10−11 28

104 CO + He+ → C+ + O + He k104 = 1.4 × 10−9
(

T
300

)−0.5
67

105 CO + He+ → C + O+ + He k105 = 1.4 × 10−16
(

T
300

)−0.5
67

106 CO+ + H → CO + H+ k106 = 7.5 × 10−10 68

107 C− + H+ → C + H k107 = 2.3 × 10−7
(

T
300

)−0.5
28

108 O− + H+ → O + H k108 = 2.3 × 10−7
(

T
300

)−0.5
28

109 He+ + H− → He + H k109 = 2.32 × 10−7
(

T
300

)−0.52
exp

(

T
22400

)

69

110 H+
3 + e− → H2 + H k110 = 2.34 × 10−8

(

T
300

)−0.52
70

111 H+
3 + e− → H + H + H k111 = 4.36 × 10−8

(

T
300

)−0.52
70

112 CH+ + e− → C + H k112 = 7.0 × 10−8
(

T
300

)−0.5
71

113 CH+
2 + e− → CH + H k113 = 1.6 × 10−7

(

T
300

)−0.6
72

114 CH+
2 + e− → C + H + H k114 = 4.03 × 10−7

(

T
300

)−0.6
72

115 CH+
2 + e− → C + H2 k115 = 7.68 × 10−8

(

T
300

)−0.6
72

116 CH+
3 + e− → CH2 + H k116 = 7.75 × 10−8

(

T
300

)−0.5
73

117 CH+
3 + e− → CH + H2 k117 = 1.95 × 10−7

(

T
300

)−0.5
73

118 CH+
3 + e− → CH + H + H k118 = 2.0 × 10−7

(

T
300

)−0.4
28

119 OH+ + e− → O + H k119 = 6.3 × 10−9
(

T
300

)−0.48
74

120 H2O+ + e− → O + H + H k120 = 3.05 × 10−7
(

T
300

)−0.5
75

121 H2O+ + e− → O + H2 k121 = 3.9 × 10−8
(

T
300

)−0.5
75

122 H2O+ + e− → OH + H k122 = 8.6 × 10−8
(

T
300

)−0.5
75

123 H3O+ + e− → H + H2O k123 = 1.08 × 10−7
(

T
300

)−0.5
76

124 H3O+ + e− → OH + H2 k124 = 6.02 × 10−8
(

T
300

)−0.5
76

125 H3O+ + e− → OH + H + H k125 = 2.58 × 10−7
(

T
300

)−0.5
76

126 H3O+ + e− → O + H + H2 k126 = 5.6 × 10−9
(

T
300

)−0.5
76

127 O+
2 + e− → O + O k127 = 1.95 × 10−7

(

T
300

)−0.7
77

128 CO+ + e− → C + O k128 = 2.75 × 10−7
(

T
300

)−0.55
78

129 HCO+ + e− → CO + H k129 = 2.76 × 10−7
(

T
300

)−0.64
79

130 HCO+ + e− → OH + C k130 = 2.4 × 10−8
(

T
300

)−0.64
79

131 HOC+ + e− → CO + H k131 = 1.1 × 10−7
(

T
300

)−1.0
28

132 H− + C → CH + e− k132 = 1.0 × 10−9 28
133 H− + O → OH + e− k133 = 1.0 × 10−9 28
134 H− + OH → H2O + e− k134 = 1.0 × 10−10 28
135 C− + H → CH + e− k135 = 5.0 × 10−10 28
136 C− + H2 → CH2 + e− k136 = 1.0 × 10−13 28
137 C− + O → CO + e− k137 = 5.0 × 10−10 28
138 O− + H → OH + e− k138 = 5.0 × 10−10 28
139 O− + H2 → H2O + e− k139 = 7.0 × 10−10 28
140 O− + C → CO + e− k140 = 5.0 × 10−10 28
141 H2 + H+ → H+

3 + γ k141 = 1.0 × 10−16 80



Relative accuracy

Glover & Clark (2012):

• NL97 tends to overestimate 
the CO by a factor of 2-3.

• Also tends to form too 
quickly

• But for galaxy-scale 
applications, it’s not bad.

• NL99 is actually pretty good!

• This is also what Mark 
Krumholz uses in his 
DESPOTIC.
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recombination rate coe�cients are somewhat costly to cal-
culate, at least if one uses the Weingartner & Draine (2001)
fitting functions, and their calculation has not yet been sig-
nificantly optimized within the current version of the code.

In terms of the limits that the requirement of following
the chemistry places on the size of simulation that can be
performed, it is worth bearing in mind that a factor of two
increase in spatial resolution in a three-dimensional ideal
MHD Eulerian simulation will generally lead to a factor of
sixteen increase in runtime: the number of resolution ele-
ments increases by a factor of eight, while the Courant con-
dition causes the maximum timestep to decrease by a factor
of two, so that twice as many timesteps are required to reach
the same physical time. In simulations where the chemistry
is the dominant computational cost, and is also subcycled
(i.e. evolved on a timestep smaller than the magnetohydro-
dynamical timestep), then this last factor of two increase
can often be avoided, since the change in spatial resolution
does not directly a↵ect the number of chemical substeps that
must be taken. However, even in this case, the bottom line
is that a factor of two improvement in spatial resolution will
lead to an order of magnitude increase in runtime. There-
fore, the di↵erence in performance between the simplest and
most complex chemical networks is roughly equivalent to a
factor of two in spatial resolution: a simulation performed
with 2563 zones using model G10g will take roughly as long
as a simulation performed with 5123 zones using one of mod-
els NL97, KC08e or KC08n.

5 RESULTS

5.1 Chemical abundances: time evolution

Having discussed the relative computational performance of
the various approaches, and shown that, as expected, the
simpler models are considerably faster than the more com-
plex ones, we now look in more detail at the behaviour
they predict for the chemical abundances. We begin
with some of the simplest quantities that we might expect
the models to be able to reproduce, the total masses of
atomic carbon and CO formed in the simulation as a func-
tion of time. A convenient way to express this is in terms
of the mass-weighted mean abundances of these species. We
can define the mass-weighted mean abundance of a species
p as

hxpiM =

P
i,j,k

xp(i, j, k)⇢(i, j, k)�V (i, j, k)

Mtot
, (16)

where xp(i, j, k) is the fractional abundance (by number,
relative to the number of hydrogen nuclei) of species m,
⇢(i, j, k) is the mass density in zone (i, j, k), �V (i, j, k) is
the volume of zone (i, j, k), Mtot is the total mass of gas
present in the simulation, and where we sum over all grid
zones. It is simple to convert from hxpiM to Mp (the to-
tal mass of species p in the simulation) using the following
equation:

Mp =
mp

xHmH + xHemHe
MtothxpiM, (17)

where mH is the mass of a hydrogen atom and mHe is the
mass of a helium atom.

Figure 1. (a) Time evolution of the mass-weighted mean CO
abundance in the simulations in set 1, representing the evolution
of a low density cloud with mean hydrogen number density n0 =
100cm�3. (b) As (a), but for the simulations in set 2, which model
the evolution of a higher density cloud, with n0 = 300 cm�3.

Figure 2. (a) Time evolution of the mass-weighted mean abun-
dance of atomic carbon in the simulations in set 1, the low density
cloud. Note that no line is plotted for the NL97 model, as this
model does not track the abundance of atomic carbon. (b) As (a),
but for the simulations in set 2.
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Improved shielding?

• Nelson & Langer (1997) also introduced the idea of ‘6 -ray’ 

• Basically, fire 6 rays along the cardinal axes of the simulation 
volume.

• Pretty cheap computationally.

• Also easy to parallelise

• Used in Glover & Mac Low (2007a,b) 
and Glover et al. (2010)



Depends on direction

C. Federrath



A better approach

• We came up with a new idea that uses the gravitational tree

• The tree contains information about how mass is distributed in the 
sky, as seen by the particle walking the tree. 

TreeCol -- Clark, Glover & Klessen (2012)

• Tree gravity requires an opening angle -- 
so distance to the node, and the node’s 
physical extent are stored.

• It also requires the node’s mass and 
relative position.

• So we can work out the column density 
of the node, where it sits, and how much 
of the sky it takes up (solid angle)



How to store map?

• We used the HEALPix algorithm (Górski et al. 2005)

• Equal area pixels

Clark, Glover & Klessen (2012)

http://healpix.jpl.nasa.gov

http://healpix.jpl.nasa.gov
http://healpix.jpl.nasa.gov
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Mapping node to pixels
• Problem: 

• The pixels have strange (diamond-like shapes)

• Nodes will be viewed from a random position

Clark, Glover & Klessen (2012)

• Solution:

• Ignore this! Treat everything as 
squares on the sky!

• Rotate each pixel to frame tree 
node sits at 

x = (1,0,0)



Performance / accuracy
• Accuracy of algorithm in code paper is typically better than 10%

• Richard Wünsch pointed out that code paper version doesn’t 
conserve mass.  

• Suggested a simple re-normalisation step to ensure mass spread 
over pixels = mass in node.

• Achieves an accuracy of around a few percent for “standard” tree-
opening angles. 

• Note that accuracy will depend on the accuracy of the walk (i.e. the 
opening criteria).

• Also depends on the resolution of the map (we typically use 48 
pixels).



Advantages

• Naturally adaptive.

• Easy to parallelise -- it’s already been done for you!

• Relatively easy to implement  (provided you know roughly how the 
tree works).

• Typically doubles the cost of the gravity walk.

• Doesn’t need to be done each timestep! (essentially becomes ‘free’)

• Can be used to compute different quantities (total column, H2 
column, velocities, optical depths, etc...) 

• Has already been ported to several tree codes (Gadget2, Gadget3/
Arepo, FLASH)



Disadvantages
• Depending on how tree code is designed, it can be VERY memory 

hungry.

• In Gadget2/3 & Arepo the parallelised tree works by sending copies of 
local particle on one MPI thread to the other MPI threads to get the 
gravity contributions from the domain held by these threads.

• Need to send a copy of the map with the particle copy,  AND keep a 
copy locally. 

• In Gadget 2 we have 2 maps each for ΣH2 + ΣCO + Σtotal so that’s 6 × 
48 real*4 variables per particle.

• In FLASH, things are different: MPI threads sent info to the target 
thread. 

• Only a handful of cells walking tree at any time: memory overhead is 
very small! 



How to use the rays

• Chemistry + cooling/heating requires a single column (or Av) which 
enters the rate equations.

• Note that this is just a simple sum with the HEALPix scheme, as all the 
pixels extend the same solid angle.
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over a period of less than 2 Myr in each flow. Such a rapid
rise can be understood by looking at the density evolution in
Figure 4. We see that for each flow, the sudden rise in the H2

fraction is accompanied by a rapid rise in the amount of gas
with a density above 100 cm−3. Since the formation time
of H2 is of the order of 109/n Myr (Hollenbach & McKee
1979), where n is the number density of the gas, we see that
once the gas density exceeds 100 cm−3, the time required to
convert a large fraction of the hydrogen to molecular form
becomes of the order of a few Myr. Therefore, the sudden
appearance of H2 is simply a consequence of the structure
that is formed in the flows.

Figure 6 also shows that some pockets of gas can be-
come almost fully molecular very early in the calculation, as
shown the right-hand plots of Figure 6. Again this is simply
a reflection of the density evolution that we see in Figure
4. What is interesting is that these pockets of H2 appear
very early in the flows’ evolution, well before the onset of
star formation. In the slow flow, the pockets of molecular
gas appear more than 10 Myr before the first star-forming
core, and even in the fast flow, these pockets precede the
star formation by about 3 Myr. In both cases, the regions of
molecular hydrogen appear long before the flows have been
able to assemble anything that could be construed as a star-
forming cloud. As such, they exist in relative isolation during
the pre-assembly phase.

In contrast to the early appearance of H2, the appear-
ance of CO occurs extremely late. The simulations start with
all of their carbon in the form of C+, and we see that most
of the carbon stays in this form as the flows evolve, even
once star formation has begun within the dense gas. Very
shortly after the start of the simulation, a small fraction of
the C+ recombines, yielding neutral atomic carbon, and the
amount of this that is present in the flow rises over time as
the amount of cold, dense gas increases. In particular, the
same increase in density that is seen in Figure 3 also causes
the amount of neutral carbon in the flows to rise by an order
of magnitude within only 1–2 Myrs.

The same change in the cloud’s structure that causes
this increase in the abundance of neutral carbon and that is
responsible for the sharp rise in the H2 fraction also prompts
a rise in the overall CO fraction (left-hand panels of Fig-
ure 6). However, the CO abundance still remains extremely
small in comparison to the C or C+ abundances: less than
one-millionth of the total amount of carbon has been con-
verted into CO at this point in the evolution of the flows.
From this point on, the CO fraction steadily increases un-
til the onset of star formation. However, even then, CO is
about an order of magnitude less abundant than neutral
atomic carbon.

The evolution of the peak CO abundance in the cloud
also differs markedly from the peak H2 fraction. We see
(from the right-hand panels in Figure 6), that the first region
with a CO fraction high enough to be regarded as ‘molecu-
lar’, only appears in the final Myr before the onset of star
formation. If we look back to Figures 3 and 4 we see that in
each of the flows, the sharp rise in the CO abundance occurs
at the same time as the appearance of gas with a number
density n > 104 cm−3 – the density typically associated with
pre-stellar cores. Looking more closely at the spatial distri-
bution of CO, we find that this is not a coincidence: the
regions in which the carbon is almost completely converted

into CO are indeed the same self-gravitating cores that then
collapse to form stars (as will be discussed later in Section
4.3).

We thus see that the question of when we first form a
‘molecular’ cloud depends on which molecule we are talk-
ing about. Regions with high molecular hydrogen fractions
are produced early in the evolution of the flows and can po-
tentially persist for a long time prior to the onset of star
formation if the build-up of the cloud occurs slowly. On the
other hand, high CO fractions are produced only within self-
gravitating gas, and hence occur only around 2 Myr before
the onset of star formation, regardless of the details of the
flow. Most importantly, the gas is always ‘fully molecular’
by the time it forms stars.

4.2 Comparison to post-processed CO abundances

Prior to this work, the only numerical study of the formation
of CO in three-dimensional colliding flow models was that
carried out by HH08, in which they used a post-processing
treatment to determine which regions of their simulated flow
would have high CO fractions. They assumed that in order
for gas to have a high CO fraction, it would have to sat-
isfy two criteria: it must have a temperature below 50 K
and a mean visual extinction AV,mean ! 1. They found that
in their models, CO formation was triggered primarily by
the global gravitational collapse of the cloud in a direction
perpendicular to the inflow, and that this resulted in rela-
tively large regions of the cloud developing high CO abun-
dances. They also found that these high CO abundances
preceded the onset of star formation by around 4–5 Myr. In
this section, we examine how the CO fractions predicted by
their post-processing algorithm compare with those we ob-
tain from our time-dependent chemical network, and thereby
test whether the assumptions that HH08 use in their study
are valid.

In our calculations, the visual extinction is calculated
during the tree-walk to get the gravitational forces, using
our recently developed TreeCol algorithm (Clark, Glover
& Klessen 2012), as described in Section 2.1. This yields
a 48 pixel map of the column densities (and hence visual
extinctions) seen by each SPH particle. We use this map to
compute a mean visual extinction AV,mean for each particle,
using the following expression:

AV,mean = −
1
2.5

ln

[

1
48

48
∑

i=1

exp (−2.5AV,i)

]

, (1)

where AV,i is the visual extinction associated with pixel
number i, and we sum over all 48 pixels. The weighted mean
that we calculate in this fashion accounts for the fact that
the photodissociation rates of molecules such as CO and the
photoelectric heating rate of the gas all depend on exponen-
tial functions of AV, rather than directly on AV itself.

In Figure 7 we show the distributions of temperature
and mean visual extinction for the particles in both flows, at
a point 0.8 Myr after the onset of star formation (recall that
star formation occurs at a time of 16 Myr in the slow flow,
and 4.4 Myr in the fast flow). The points are coloured by
the CO abundance of the corresponding SPH particle, and
results are only shown for SPH particles with fractional CO
abundances greater than 10−8. This means that very little
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So for basic 48 pixel resolution:



Calculating Tdust

• In the model you are using, the Tdust temperature is fixed.

• However we would ideally like to be able to calculate this self-
consistently in the clouds

• Dust temperature is calculated by iterating the balance between the 
heating and cooling processes:

�ext + �H2 + �G�D + ⇤Dust = 0
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Calculating Tdust

• In the model you are using, the Tdust temperature is fixed.

• However we would ideally like to be able to calculate this self-
consistently in the clouds

• Dust temperature is calculated by iterating the balance between the 
heating and cooling processes:

�ext + �H2 + �G�D + ⇤Dust = 0

Heating from H2 

formation on 
grain surfaces

• Implicit assumption that the timescale associated with these changes 
is small compared to the other timesteps in the system. 



Calculating Tdust

�
ext

= ��
ext,0

�
ext,0 = 4⇡D⇢

Z 1

0

J⌫⌫d⌫

�(N) =

R1
0 J⌫ ⌫ exp(�⌫⌃) d⌫R1

0 J⌫ ⌫ d⌫

• Following Goldsmith (2001), we can express Γext as a function 
of the optically thin heating rate Γext,0 and an attenuation 
factor 𝞆:

• 𝞆 can be precomputed, and used as a lookup table.

• Compute average over the pixels (i.e. in 6-ray or TreeCol)

• Equivalent to doing the integration over all solid angles.



Calculating Tdust

• Dust cooling in the optically thin regime is pretty trivial:

⇤(Tdust) = 4⇡D⇢

Z 1

0
B⌫(Tdust)⌫ d⌫

• We adopt a mixture opacities...

• λ > 1 μm: Ossenkopf & Henning (1994) opacities (non-
coagulated and thick ice-mantels).

• λ < 1 μm: Mathis, Mezger & Panagia (1983)

• Then the above expression can be approximated as:

⇤(Tdust) ⇡ 4.7⇥ 10�31 T 6
dust n erg s�1cm�3

• Accurate to a few % in the range 5 < Tdust < 100 K



Calculating Tdust

• We have already discussed the gas-dust heat exchange ΓG-D -- 
just remember to change the sign! 

• More uncertain is the heating rate of the dust due to H2 
formation!

• Excess energy is split between 

• Kinetic energy of the H2 molecule

• Internal energy levels of the H2 molecule

• The dust grain 

• However, unless the background radiation field is very small, 
this typically is a small contribution (can ignore it if you wish).



How good is this simple estimate?

• Clark et al. 2012: 

• Compared the Tdust estimate from TreeCol + Goldsmith 
2001 with Dullemond’s RADMC-3D

• Results are pretty good!

Estimating column densities in astrophysical simulations 9

Table 1. A summary of the mean column densities (⌃̄) in the
cloud models presented in Sections 3.1 and 3.2, for both the
true map (the first line) and each of the TreeCol maps. For the
TreeCol results we give the number of pixels used in the col-
umn density map (Npix), the opening angle of the tree (✓tol), and
the percentage error compared to the true map from the SPH
particles. Note that due to the way the pixel-averaged maps are
obtained (see Section 3), their average column density is identical
to that in the full SPH map, and so we do not include it here.

Model Npix ✓tol ⌃̄ Error
[g cm�2] [%]

Spherical cloud 3.060 ⇥10�3

48 0.3 3.234 ⇥10�3 5.7
48 0.5 3.274 ⇥10�3 7.0
192 0.3 3.205 ⇥10�3 4.7
192 0.5 3.239 ⇥10�3 5.8
768 0.3 3.192 ⇥10�3 4.3
768 0.5 3.226 ⇥10�3 5.4

Turbulent cloud 1.151 ⇥10�2

48 0.3 1.126 ⇥10�2 2.2
192 0.3 1.125 ⇥10�2 2.3
768 0.3 1.133 ⇥10�2 1.6

to perform. It is already obvious from the pixel-averaged
maps that even at the 768 pixel level, many of the very dense
features are going to be missing from the map. Nevertheless,
the mean column densities in the coarse, pixellated maps
are all within 0.1 percent of the mean column in the full
SPH map, and so they are still a good representation of the
column density distribution in the cloud, even if they are
unable to resolve the small-scale detail.

The images in Figure 9 show results from TreeCol for
this cloud, including the TreeCol column density maps and
their associated relative errors. Given the amount of struc-
ture in the cloud, we construct the maps in this figure while
keeping the tree-opening angle fixed at 0.3. Overall we see
that the algorithm behaves well, and the features present in
the pixel-averaged maps are recovered, even at our highest
mapping-resolution of 768 pixels. For the 2 lower-resolution
maps (48, and 192 pixels), the errors in the maps are mainly
small, and TreeCol typically recovers the column densities
to around 5 percent. However, we see that the errors in the
768 pixel map are again quite high, and for the same reasons
as we seen in the previous test, namely that the pixellation
of the map is too high for the adopted tree-opening angle,
and so the structure of the tree is beginning to show in the
map.

Although the cloud studied here is more complicated
than that studied in Section 3.1, the errors in the mean col-
umn density (given in Table 1) are actually lower than they
are in the spherical cloud, and range from 1.6 to 2.3 per-
cent. Unfortunately, the extra small-scale structure means
that the way in which the error relates to the number of
pixels is not as consistent here as it was for the previous
cloud set-up. As one moves to higher number of pixels, the
small-scale, high-column features start to become resolved,
but then there are three main limitations with the method
that start to introduce noise: first, the node’s orientation is
ignored in TreeCol and redefined in a way that is convenient

Figure 10. The dust temperature profiles for two uniform den-
sity clouds (10�19g cm�3) of mass 1 and 10 M�, heated by the
Black (1994) interstellar radiation field. Orange points show the
output from the RADMC-3D Monte Carlo radiative transfer code
– run with 803 grid cells and 2 ⇥ 107 photon packets – and the
blue points denote the output from an SPH simulation that uses
the column density information recovered by TreeCol in conjunc-
tion with the method for calculating dust temperatures given in
Goldsmith (2001). In the SPH simulation we use 261932 particles
and a tree-opening angle of 0.5. The dust opacities are a combina-
tion of Ossenkopf & Henning (1994) (non-coagulated and thick ice
mantle grains) for wavelengths longer than 1µm, and those given
in Mathis, Mezger & Panagia (1983) for shorter wavelengths. For
these clouds, the TreeCol results reproduce the temperature pro-
files well, sitting within the 1K scatter of the profile from the
Monte Carlo code.

for the theta/phi coord-scheme; second, the boundaries of
the node may not reflect accurately the true boundaries of
the object contained (e.g. a spherical blob can be contained
inside a cubic node); and finally, sub-structure inside the
node is lost. These three limitations of TreeCol all combine
to produce the same e↵ect: mass that should be in a given
pixel, let’s call it pixel ‘a’, can end up in a neighbouring pixel
‘b’. So although the mass isn’t lost, it can be displaced. This
causes both pixels to have an error, and is why the maps in
Figure 9 can be noisy when the pixel resolution is increased.
However, because Equation 11 is based around the idea of
mass conservation (albeit in an idealized manner) the mass
isn’t entirely lost, and so the error in the mean column re-
mains low.

4 TREECOL APPLICATION: DUST HEATING
BY THE INTERSTELLAR RADIATION
FIELD

Although we have seen that TreeCol can typically deliver
a fairly accurate column density map of the sky, there are
situations in which the errors in the map can be as much

c� 0000 RAS, MNRAS 000, 000–000

• Using the radiation field of 
Black (1994)

• G0 = 1.7



Treating line cooling

6 POPULATION III: FORMATION AND BUILD-UP OF DISC 50

If we compare this to the free-fall time at this density, we find t↵(108µmp) ⇠ 4400 yr,
which is considerably shorter. But remember that dnH2/dt / n3, while t↵ / n�1/2,
so in practice, the H2 fraction very quickly goes to 100%, over only a few decades in
density evolution. Draw this on the plot from Yoshida.

• Rapid H2 formation actually deposits energy in the gas, since the formation of each H2

molecule releases 4.4eV (the molecular binding energy). As such, this chemical heating
rate is given by,

�3b = 4.4 eV
dnH2

dt
(236)

At around n = 108 cm�3, �3b ⇠ 0.01 �pdV , however by n = 1010 cm�3, �3b ⇠ 100 �pdV ,
since �3b / n3, while �pdV / n3/2.

• So the formation of H2 via the 3-body reactions actually stalls the collapse, at around
n = 109 cm�3, giving the reaction more “free-fall times” in which to complete. Once
it is over, the gas is fully molecular. Note that because the formation rate is / n3, as
we more to higher densities, it becomes much faster than the dynamical time, so if H2

is lost for any reason, it quickly reforms.

• The sudden appearance of H2 via 3-body formation was actually suggested to cause a
chemothermal instability, which could lead to tcool < t↵ for a very short period. This
lead to suggestion that it could lead to fragmentation. Yoshida performed a stability
analysis of this phenomenon, showing that some of the gas does indeed go unstable,
however the amount of gas in this phase, and the duration of the instability is not long
enough to promote fragmentation: only a single collapsing centre continues.

• At higher densities, above n = 1010 cm�3, the cooling by H2 starts to become optically
thick, and the e�ciency at which H2 powers the collapse decreases. How de we treat
that? Optically thick line radiative transfer is notoriously di�cult, especially in 3D.
Ripamonti & Abel (2004) found an empirical fit of the form

⇤H2,thick(T ) = ⇤H2,thin(T )min{1, (n/n0)
��} (237)

with n = 8⇥ 109 cm�3 and � = 0.45.

• A better way to treat this in numerical calculations is to adopt an “escape probabilty”
formalism. The net cooling rate is given by,

⇤H2,thick(T ) =
X

u,l

h⌫ul�esc,ulAulnu (238)

where nu is the population density of the H2 in the upper energy level u, Aul is the
Einstein coe�cient for spontaneous trasnition, �esc,ul is the escape probability for a
photon with frequency ⌫ul to escape from the parcel of gas in question and h⌫ul is the
energy di↵erence between the two levels.

The escape probability is related to the optical depth via (see Stahler & Palla),

�esc,ul =
1� exp(�⌧ul)

⌧ul
, (239)
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where we approximate ⌧ul as
⌧ul = ↵ulLs (240)

where ↵ul is the line absorption coe�cient and Ls is the Soloblev length. In the classical,
one-dimensional spherically symmetric case, the Sobolev length is given by

Ls =
vth

|dvr/dr|
, (241)

where vth is the thermal velocity, and dvr/dr is the radial velocity gradient. If the
velocity dispersion of the gas is very small, then Ls can become very large, much larger
than the size of the collapsing core. To ensure that the H2 cooling rate is not reduced
to an artificially low value, it makes sense to use the smallest of the Soloblev length
and the local Jeans length, LJ in the expression for ⌧ul.

Since the line absorption coe�cient ↵ul is linearly proportional to the number density
of H2, we can write ⌧ul as

⌧ul =

✓
↵ul

nH2

◆
NH2,e↵ , (242)

where NH2,e↵ ⌘ nH2Ls is an e↵ective H2 column density, and where ↵ul/nH2 is a function
only of temperature. We therefore tabulate the cooling rate per H2 molecule in the
optically thick limit as a function of two parameters: the gas temperature T and the
e↵ective H2 column density NH2,e↵ , and compute cooling rates during the simulations
by interpolation from a pre-generated look-up table.

• Although H2 line-cooling is gradually shut-o↵, another cooling mechanism comes into
play: collision induced emission. At very high densities, the collisions between pairs of
molecules can temporarily form a “super molecule”, which can have a dipole. There is
small probability that this can result in a dipole-transition, and with enough collisions,
result in cooling via continuum emission. Around n = 1013 cm�3, this starts to
become the dominant coolant – and just in time, as standard H2 line-cooling is now
very ine�cient. However, at around n = 1015 cm�3, this too starts to become optically
thick.

• Finally, the gas one possible cooling channel left: it can dissociate H2. Each 4.4eV per
molecule that heated the gas during the 3-body formation can now be reclaimed. Acts
as a sink for the pdV heating, helping to keep the collapse going.

• When the H2 runs out, a hydrostatic core is finally born. The mass of this object is
around few 0.01 M� with a radius of around 0.04 AU (around 10 R�).

• Draw the radial plots... Greif?

• So how quickly does this star grow? A simple estimate can be given by considering
the mass of the collapsing core and the free-fall time,

dM⇤

dt
⇠ mJ

t↵(n)
⇠ c3s

G
. (243)

For our initial collapse properties in the minihalo, this yields a rate of roughly 10�3

M� yr�1. Over two orders of magnitude greater than present-day star formation.
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M� yr�1. Over two orders of magnitude greater than present-day star formation.

Yoshida et al. 2006, ApJ, 652, 6:

⇤X,thick(T ) =
X

u,l

h⌫ul�esc,ulAulnX,u



Treating line cooling

• Since the line absorption co-eff is linearly  proportional to the number 
density of the species in interest, we can write the optical depth as,

where NX ≣ nX Ls

• Can then tabulate the cooling rate for this species in terms of two 
parameters:

• T

• NX

⌧ul =

✓
↵ul

nX

◆
NX,e↵



Science examples

• Can twiddle the parameters of 
the system to see how star 
formation changes in different 
environments. 

• In the case on the right, we 
changed the metallicity in the 
cloud.

• Star formation rate was not 
affected

• Chemistry (and observational 
signatures) is strongly affected.

G
lover &

 C
lark (2012c)



• Metallicity strongly affects the 
thermodynamics.

G
lover &

 C
lark (2012c)



C
lark et al. (2013)

• Can also look at changing the 
strength of the ISRF and the 
cosmic ray ionisation rate.

•  Mimic conditions in the galactic 
centre.

•  To recover the observed gas 
and dust temperatures, we 
needed conditions 1000 x more 
harsh than those in the solar 
neighbourhood.

Tgas

Tdust

Environmental conditions?



C
lark et al. (2013)

Cooling?

• Unlike a standard GMC, clouds 
in the galactic centre cool via OI 
line cooling (and then dust).

• Observational prediction.


