Effects of CO molecules on the outer solar atmosphere. Dynamical models with opacity distribution functions
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Summary. Carbon monoxide can be an important cooling agent in late-type stars. We expand on our previous theoretical work by extending the frequency set used in the radiation calculations, employing opacity distribution functions for the infrared bands of CO and 19 frequency points for the H⁻⁻ continuum. We find that the net cooling rate due to CO decreases by a factor of about 3 due to the large optical depths in the line cores. The influence of the 2.2 μm CO band is small compared to the effect of the 4.6 μm band. We again find an atmospheric structure with a sharp drop of the temperature in the outer photosphere where CO cooling sets in. This temperature drop occurs higher in the atmosphere and is less steep than in the simpler models but is nevertheless steep enough to be convectively unstable. When CO cooling sets in, surface temperatures drop to very low values (T < 3000 K) for radiative equilibrium models even without including the effects of other molecules.
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1. Introduction

Tsuji (1968) first pointed out that molecules in the atmospheres of cool late-type stars lead to strong surface cooling. This effect has been discussed by a variety of other workers using models with varying degrees of accuracy (Johnson, 1973; Gustafsson et al., 1975). This discussion has been intensified in recent years by the discovery of Ayres and Testerman (1981; see also Ayres et al., 1986) that even the Sun seems to show signs of very cool surface layers when one looks at CO lines in the 4.6 μm fundamental rotation-vibration band. The inferred brightness temperatures in the cores of strong lines seen near the solar limb amount to ≈3700 K, in contrast to the minimum temperatures of some 4300 K which are inferred from optical and UV spectral indicators such as the wings of the Ca Ⅱ H and K or Mg Ⅱ h and k lines. Those observations have received further support from recent work by Ayres et al. (1986) and from suggestions of similar effects elsewhere, such as in solar OH bands at 10 μm (Deming et al., 1984) and in Arcturus (Heasley et al., 1978). The observations indicate (Ayres, 1981) that the cooling by CO molecules might lead to horizontally separated regions of the solar atmosphere with drastically different temperatures. In addition Kneer (1983) pointed out that the formation and dissociation of molecules under such conditions are autocatalytic reactions, since, for instance, the formation of a CO molecule leads to more effective radiative cooling and hence to further molecule formation.

Our time-dependent radiation hydrodynamic work (Muchmore and Ulmschneider, 1985, hereafter MU) confirmed that for stars with T eff < 5800 K CO cooling leads to very cold outer layers. In this treatment the radiation field was computed using two frequency points, one to represent the H⁻⁻ continuum and the other to model the 4.6 μm CO band. That work showed moreover that the extent of the cold outer layer also depends on the amount of mechanical (acoustic wave) heating. In addition Muchmore (1986) discovered that there is a range of T eff where the atmosphere is no longer uniquely determined by the boundary conditions but depends on the previous time-history. If in a state with a cold outer CO layer the effective temperature T eff in the atmosphere is raised from 5400 K to 5800 K the atmosphere retains its cold outer layer. At T eff > 5800 K the atmosphere abruptly changes into the hot state where the cold CO layer no longer exists. On the other hand if T eff is lowered from 5900 K down to 5600 K the atmosphere retains its hot state and at 5600 K abruptly changes into the cold state. In the present work, by greatly increasing the number of frequency points and using opacity distribution functions to describe in much greater detail both the 4.6 μm and 2.2 μm CO bands, we want to investigate the validity of our two frequency point simulations and want to learn whether these important cooling effects are not artifacts of an oversimplified treatment. Section 2 describes our method of computation, Sect. 3 the model calculations while Sect. 4 gives our conclusions.

2. Method of computation

The model calculations reported here are time-dependent solutions of the hydrodynamical equations including radiative transfer using the same methods as MU. The hydrodynamical code has been described by Ulmschneider et al. (1977, 1978) and the method used for radiative transfer by Kalkofen and Ulmschneider (1977) and MU.

Aside from the inclusion of the 2.2 μm band the difference between the current method and that of MU lies in the frequency points chosen. Previously we took two frequency points: one in
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the optical band with a Rosseland mean opacity and one in the infrared with a Planck mean over the 4.6 μm band of CO. In the present calculations, we use a total of 19 frequency points from 6 μm to 3000 Å, using the H− continuum opacity calculated as in Schmitz et al. (1985), with the exception that the IR frequency points have been shifted to include and bracket the 2.2 and 4.6 μm CO bands. One frequency point each is used to represent the two IR bands of CO. At these frequencies, we calculated the radiative transfer using opacity distribution functions (ODFs).

The CO opacities were computed using the spectrum synthesis program described by Kurucz and Avrett (1981) to produce the line absorption coefficient spectrum including only 12C16O vibration-rotation lines. The line positions were determined from the energy levels of Mantz et al. (1975) and the gf values were derived from the work of Kirby-Docken and Liu (1978). An artificial model was used consisting of solar abundance gas at 25 temperatures ranging from 2000 to 6800 K and at the pressures 1000 and 10000 dyn cm−2. The abundances and pressures were specified to produce a reasonable pressure broadening for the temperature minimum region. A 1 km s−1 microturbulent velocity was assumed. The spectra were calculated for the bandpasses 2.28–2.80 μm and 4.29–6.20 μm with a point spacing λ/Δλ of 5 105. After the absorption coefficient spectra were computed, they were divided by the CO number density per gram to obtain the cross section per particle. This opacity was statistically sampled (Kurucz, 1979) to produce a 1000 point distribution function. The 1000 points in the distribution function were averaged in log cross section to obtain the few points actually used in the calculations.

We have performed a series of tests to determine a suitable subsample of the ODF’s. A compromise must be reached between the desire for accuracy which is best served by the inclusion of many ODF pickets and the need for computational speed which demands the fewest points necessary since the radiative transfer equation must typically be solved several times in iterating the hydrodynamical variables to their solution at each time step. The accuracy of various choices for pickets of the ODF’s were compared. Using both a model nearly in equilibrium in the cool phase and a model far from equilibrium with transient temperature gradients, we find that the radiative losses (or gains) can be represented accurately with 7 or more pickets when they are concentrated toward the line core regions. With fewer points we obtain increasingly large deviations from the accurate solution. These tests indicate that even with as few as 3 pickets for the ODF’s it is possible to roughly approximate the radiative transfer in an important band. Such a small subset could probably be used for time-dependent calculations which encounter temperatures cool enough for CO to form but which do not seek a detailed modelling of the temperature minimum region. In the neighborhood of 3 pickets, increasing or decreasing the number of points has substantial effects on the quality of the results. Using fewer points is very poor; adding a few more points improves the quality, but then adding still more points makes little additional difference. With 7 pickets, the solutions for D(λ) differ only insignificantly from those with more pickets. For the model calculations of the next sections, 7 pickets have been used. The opacity distribution functions and weightings for this choice are given in Table 1a where the first and last pickets represent the line wing and the line core, respectively. For temperatures below 2600 K, due to the small populations of excited states in the 2.2 μm band, the opacity sampling procedure did not yield meaningful results and we assigned the opacity in these cases an arbitrary small value 10−30.

### 3. Model calculations

To evaluate the accuracy of our simplified two frequency point method (henceforth called old method) we have recalculated the solar cases of MU with Tₜₜ = 5600 K and 5770 K. For the Tₜₜ = 5600 K case and for the radiative damping functions D of CO and H−, Fig. 1 shows a comparison of the old method with the method using many frequency points (henceforth called new method). The radiative damping function D (erg s−1 cm−2 K−1).

### Table 1a. Logarithms of opacity distribution functions for CO in cm2 per CO molecule for the 4.6 μm (top) and 2.2 μm (bottom) bands as function of temperature for pressure p = 103 dyn cm−2.

<table>
<thead>
<tr>
<th>T(K)</th>
<th>0.5</th>
<th>0.3</th>
<th>0.1</th>
<th>0.05</th>
<th>0.025</th>
<th>0.015</th>
<th>0.01</th>
</tr>
</thead>
</table>
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Table 1b. Same as Table 1a however for the pressure $p = 10^4$ dyn/cm$^{-2}$

<table>
<thead>
<tr>
<th>T(K)</th>
<th>0.5</th>
<th>0.3</th>
<th>0.1</th>
<th>0.05</th>
<th>0.025</th>
<th>0.015</th>
<th>0.010</th>
</tr>
</thead>
</table>

$T(K) = -23.941 \times 10^7$ for CO $= 10^4$ dyn/cm$^{-2}$

Fig. 1. Solar radiative equilibrium model with $T_{eff} = 5600$ K five hours after time-dependent computations which include CO have been started from the same initial pure H$^+$ radiative equilibrium model. The radiative damping functions $D_{a,4.6} = D_{a,4.6} (\text{erg cm}^{-2} \text{s}^{-1} \text{K}^{-1})$ of the 4.6 $\mu$m CO bands for the new model are indicated together with $D_{H^+}$ for H$^+$. $D_{C}$ is for the 4.6 $\mu$m CO band computed with the old method. XCO is the relative concentration of CO.

which is due to the low opacity in this band which causes the mean intensity to be produced at low heights where the temperature is high. In addition, Fig. 1 shows the radiative damping function $D_{c}$ of the 4.6 $\mu$m band computed for the same model, but now using the old method. It is seen that in the new method the amount of CO cooling is reduced by about a factor of about 3 which is due to the large opacity of the line cores which reduces the amount of energy flowing in the band and thus leads to decreased radiative losses. That $D_{c}$ becomes strongly positive above 750 km height is similar to the behaviour of the 2.2 $\mu$m band. Here CO becomes a heating source because the outer layers of the ODF radiative equilibrium model are too cold for the old method.

Critical temperatures where non-unique solutions exist for the same $T_{eff}$ (cf. Muchmore, 1986) have also been found using opacity distribution functions. Starting with a 5600 K radiative equilibrium model and raising $T_{eff}$ in steps to 6200 K resulted in radiative equilibrium models with cold CO layers. At $T_{eff} = 6300$ K a hot model began to form. While starting with a hot 6200 K model and lowering $T_{eff}$ we found that at $T_{eff} = 5700$ K a cold CO layer began to form. Non-unique solutions are thus met between about $T_{eff} = 5800$ K and 6200 K.

Figure 2 shows a comparison of the temperature dependence of the new and old methods in a radiative equilibrium atmosphere with $T_{eff} = 5600$ K. It is seen that with ODF's one has again a rapid temperature drop caused by CO, falling to even lower temperatures. However it is less steep that with the old method. The drop now occurs 200 km higher. This is a consequence of the concentration of most of the CO opacity into line cores; molecular cooling occurs efficiently only in the outer layers where the line cores become optically thin. Figure 2 also shows a comparison for the dynamical steady state models of $T_{eff} = 5770$ K which include

Kalkofen and Ulmschneider (1977) is defined as

$$ D = \frac{\Phi}{\rho T} $$

where $\Phi$ (erg cm$^{-3}$ s$^{-1}$) is the net radiative cooling rate, $\rho$ the density and $T$ the temperature. That Fig. 1 shows a radiative equilibrium model is seen by the fact that the total damping function $D$ is zero. Except for the heights above 800 km this model is based on a balance between H$^+$ heating and CO 4.6 $\mu$m band cooling. Figure 1 shows that below 700 km height the inclusion of the $\Delta V = 2$ band at 2.2 $\mu$m has little apparent effect on the behavior of the model, contributing cooling only in deeper layers around optical depth $\tau \approx 5000$, where it's influence is readily compensated by heating in the optical band. At layers above 800 km however the 2.2 $\mu$m band is the main source of heating.
mechanical heating (with a small acoustic wave flux of $1 \times 10^7$ erg cm$^{-2}$ s$^{-1}$). It is seen that the qualitative behaviour found with the old method is not much changed. The inclusion of mechanical heating (here by acoustic shock formation) limits the vertical extent of the cold CO region. More mechanical heating will consequently decrease the width of the cold region up to the point where the CO layer can be suppressed entirely with sufficient mechanical heating.

Figure 3 shows that despite the greatly reduced steepness of the temperature drop in the CO layer we find that convective instability due to H$_2$ formation still develops as has been pointed out by Kneer (1983). This demonstrates that some aspects of the problem can only be studied by two or three-dimensional treatments (cf. Steffen and Muchmore, 1988).

As the temperature variations across convective granules is of the order of 300 K (corresponding to a granular contrast of 21%, Bray et al., 1984, p. 46) it is interesting to simulate the effect of a varying background radiative flux due to the finite lifetime of granules. Figure 4 shows a calculation with a sinusoidal variation of $T_{\text{eff}}$ around a mean of 5600 K with an amplitude of 300 K and a period of 20 min. Here we have doubled the temperature amplitude to enhance the effect and have neglected the geometrical effect of increased merging of radiative flux from hot and cold granular areas with height. A comparison of Figs. 4a and 4b which are about 180 degrees out of phase shows that the temperature oscillation mainly affects the lower hot layers of the atmosphere up to the height where CO cooling sets in. The height and shape of the CO temperature drop is not much affected by the temperature variation.

4. Conclusions

Using opacity distribution functions for the $\Delta v = 1$ and $\Delta v = 2$ IR vibration-rotation bands of the CO molecule, we have calculated dynamical models of the solar atmosphere. Qualitatively, these models resemble the simpler two-frequency models of MU, the quantitative differences are:

1) Due to optical depth effects in the line cores, CO is less effective as a coolant than we previously estimated. The difference amounts to about a factor of 3, so that time-dependent phenomena driven by molecular cooling occur more slowly by that factor. The 2.2 $\mu$m band is negligible relative to the 4.6 $\mu$m band except for the coolest parts of the models. Here other opacity sources such as metal lines, which we have neglected would have a considerable influence.

2) Surface temperatures in the cool phase models are somewhat cooler than previously estimated. For realistic models other molecules should be included.

3) The drop from photospheric temperatures to the refrigerated surface temperatures occurs less steeply than before,
but it is still steep enough so that in its cooler layers, where the formation of $\text{H}_2$ begins, the radiative temperature gradient is convectively unstable.

4) The CO temperature drop occurs about 200 km higher than before due to the concentration of opacity in the line cores.

5) The critical temperatures for differentiating between the cool phase and the warm phase (with and without molecules, respectively) in surface layers occurs near the solar effective temperature.

We conclude, based on the present results, that for the investigation of gas-dynamical models of cool stars, the simple (old) method described by MU for the IR CO band gives the correct physics in most cases, especially if the radiative losses in this band are scaled by a factor of about 1/3. When accuracy is important, our calculations indicate that fair results can be obtained using an opacity distribution function with as few as 3 pickets, though at least 7 are necessary for good results.
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