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Protoplanetary gas disks are likely to experience gravitational instabilitiés) (@ring
some phase of their evolution. Density perturbations in an unstable diskara dynamic
time scale into spiral arms that produce efficient outward transfer gfilan momentum and
inward transfer of mass through gravitational torques. In a cool digkrapid enough cooling,
the spiral arms in an unstable disk form self-gravitating clumps. Whettgegignt protoplanets
can form by such a disk instability process is the primary question addftdgsthis review.
We discuss the wide range of calculations undertaken by ourselvestlaad aising various
numerical techniques, and we report preliminary results from a largé-ande collaboration.
Additional topics include — triggering mechanisms for GlI's, disk heating) @oling, orbital
survival of dense clumps, interactions of solids with Gl-driven waaes shocks, and hybrid
scenarios where GlI's facilitate core accretion. The review ends withcast®on of how well
disk instability and core accretion fare in meeting observational constraints

1. INTRODUCTION chosen to represent the full range of views on the subject.
Although we disagree about some aspects of Gl's and about

f disk that b ficientl | or devel some interpretations of available results, we have labored
ot a gas disk that becomes sutliciently ool or develops ﬁard to present a fair and balanced picture. Other recent re-

high enough surface density. In the nonlinear regime, GI\?iews of this subject includBoss(2002c),Durisen et al.
can produce local and global spiral waves, self—gravi@atin%OOS) andDurisen(2006) '

turbulence, mass and angular momentum transport, a

disk fragmentation into dense clumps and substructure. The  pyysICSOF GI's

particular emphasis of this review article is the posgipili

(Kuiper, 1951; Cameron 1978), recently revived bposs 2.1 Linear Regime

(1997, 1998a), that the dense clumps in a disk fragmented

by GI's may become self-gravitating precursors to gas giant The parameter that determines whether GI's occur in thin
planets. This particular idea for gas giant planet fornmatiogas disks is

has come to be known as thisk instabilitytheory. We Q = csk /TG, 1)

provide here a thorough review of the physics of GI's 3Wherec, is the sound speed,is the epicyclic frequency at

currently understood through a wide variety of techniquegich, 4 fluid element oscillates when perturbed from circu-
and offer tutorials on key issues of physics and methodofs 4tion, (7 is the gravitational constant, atis the sur-

ogy. The authors assembled for this paper were deIiberatehljyCe density. In a nearly Keplerian disk~ the rotational

Gravitational instabilities (GI's) can occur in any region



angular speef). For axisymmetric (ring-like) disturbances,

disks are stable whe® > 1 (Toomre 1964). At highQ- G T T T T T T 40

values, pressure, representeddyyin (1), stabilizes short I ]

wavelengths, and rotation, representedibgtabilizes long sl J

wavelengths. The most unstable wavelength wiler 1 i I

is given by, ~ 272GY /K2 il i
Modern numerical simulations, beginning witha- I 4 Y

paloizou and Savonij€1991), show that nonaxisymmetric
disturbances, which grow as multi-armed spirals, become
unstable for) < 1.5. Because the instability is both linear
and dynamic, small perturbations grow exponentially on the I ]
time scale of arotation perid.,; = 27 /). The multi-arm gl i
spiral waves that grow have a predominantly trailing pat-
tern, and several modes can appear simultaneoBslg( ol

1998a;Laughlin et al, 1998;Nelson et al. 1998;Pickett et @ oop 6 ZE 4 e
al., 1998). Although the star does become displaced from

the system center of masRi¢e et al, 2003a) and one-

armed structures can occur (see Fig. Taf et al, 2006),

one-armed modes do not play the dominant role predlcted

by Adams et al(1989) andShu et al.(1990). Fig. 1.— Greyscale of effective temperatufe ;s in degrees
Kelvin for a face-on Gl-active disk in an asymptotic state of ther-

mal self-regulation. This figure is for thdejia et al. (2005) evo-
lution of a 0.07M disk around a 0.5V star witht.,o; = 1

outer rotation period at 4,500 yr. The frame is 120 AU on a side.
Numerical simulations (see also Sections 3 and 4) show

that, as GI's emerge from the linear regime, they may either

saturate at nonlinear amplitude or fragment the disk. Twthat permeates the disk. In thggavitoturbulencegravita-
major effects control or limit the outcome — disk thermo-ional torques and even Reynolds stresses may be important
dynamics and nonlinear mode coupling. At this point, th@ver a wide range of scalebl¢lson et al. 1998; Gammie
disks also develop large surface distortions. 2001;Lodato and Rice2004;Mejia et al, 2005).

Disk Thermodynamics. As the spiral waves grow, they Surface Distortions. As emphasized Byckett et al.
can steepen into shocks that produce strong localized heét998, 2000, 2003), the vertical structure of the disk pkays
ing (Pickett et al, 1998, 2000aNelson et al. 2000). Gas crucial role, both for cooling and for essential aspectsief t
is also heated by compression and through net mass tradgnamics. There appears to be a relationship between Gl
port due to gravitational torques. The ultimate source a$piral modes and the surface or f-modes of stratified disks
Gl heating is work done by gravity. What happens next dePickett et al, 1996; Lubow and Ogilvig 1998). As a re-
pends on whether a balance can be reached between heatinlj, except for isothermal disks, GI's tend to have large
and the loss of disk thermal energy by radiative or conve@mplitudes at the surface of the disk. Shock heating in the
tive cooling. The notion of a balance of heating and coolings! spirals can also disrupt vertical hydrostatic equiliioni
in the nonlinear regime was described as early as 1965 I8ading to rapid vertical expansions that resemble hyidraul
Goldreich and Lynden-Beknd has been used as a basijumps @Boley et al, 2005;Boley and Durisen2006). The
for proposinga-treatments for Gl-active disk$éczyski resulting spiral corrugations can produce observableisffe
1978;Lin and Pringlg 1987). For slow to moderate cool- (e.g., maserd)urisen et al, 2001).
ing rates, numerical experiments, such as in Fig. 1, verify
that thermal self-regulation of GI's can be achiev&dng- 2.3 Heating and Cooling
ley et al, 1991; Pickett et al, 1998, 2000a, 2003Yelson
et al,, 2000;Gammig 2001;Boss 2003;Rice et al, 2003b; Protoplanetary disks are expected to be moderately thin,
Lodato and Rice2004, 2005;Mejia et al. 2005; Cai et with H/r ~ 0.05 — 0.1, where H is the vertical scale
al., 2006). Q then hovers near the instability limit, and theheight andr is the distance from the star. For hydro-
nonlinear amplitude is controlled by the cooling rate. static equilibrium in the vertical directiont ~ c¢,/Q.

Nonlinear Mode Coupling. Using second and third-The ratio of disk internal energy to disk binding energy
order governing equations for spiral modes and comparing cs2/(rQ)% ~ (H/r)? is then< 1%. As growing modes
their results with a full nonlinear hydrodynamics treatmen become nonlinear, they tap the enormous store of gravita-
Laughlin et al. (1997, 1998) studied nonlinear mode cou+tional energy in the disk. Simulation of the disk energy bud-
pling in the most detail. Even if only a single mode ini-get must be done accurately and include all relevant effects
tially emerges from the linear regime, power is quickly dishecause it is the disk temperature, throughn equation
tributed over modes with a wide variety of wavelengths and, that determines whether the disk becomes or remains un-
number of arms, resulting in a self-gravitating turbulencstable, once the central mass, which governs most and
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2.2 Nonlinear Regime



the disk mass distributioRl have been specified. large optical depth, this becomes a difficult 3D radiative

2.3.1 Cooling hydrodynamics problem. Techniques will be discussed in
There have been three approaches to cooling — makection 3.2. For a disk spanning the conventional planet-

simple assumptions about the equation of state (EOS), iferming region, the opacity is due primarily to dust. Com-

clude idealized cooling characterized by a cooling time, gplications which have to be considered include the dust size

treat radiative cooling using realistic opacities. distribution, its composition, grain growth and settliagd
EOS. This approach has been used to study mode cdbe occurrence of fast cooling due to convection.

pling (e.g.,Laughlin et al. 1998) and to examine disk frag-  Let us consider how the radiative cooling time depends

mentation in the limits of isentropic and isothermal behaven temperaturd” and metallicityZ. Let s, ~ ZT%" and

ior (e.g.,Boss 1998a, 2000Nelson et al. 1998;Pickett et «, ~ ZT% be the Rosseland and Planck mean opacities,

al., 1998, 2003Mayer et al, 2004a). Isothermal evolution respectively, and let ~ «,. be the vertical optical depth to

of a disk, where the disk temperature distribution is helthe midplane. For large,

fixed in space or when following fluid elements, effectively

assumes rapid loss of energy produced by shocksPatid teool ~T/Tegs* ~ T 21 ~ T30 7 (2)

work. Isentropic evolution, where specific entropy is helq

fixed instead of temperature, is a more moderate assumB—r smallr,

tion but i; still lossy because it ignores entropy generstio teoor ~ T/ ki, T* ~ T3 /2. 3)

shocks Pickett et al, 1998, 2000a). Due to the energy loss,

we do not refer to such calculations as “adiabatic”. HereFor most temperature regimes, where no major dust con-

we restrictadiabatic evolutioto mean cases where the fluidstituent is condensing or vaporizing, we expe& < 3 <

is treated as an ideal gas with shock heating included via 8nso+,,,,; increases ag decreases. AZ increasestqoo;

artificial viscosity term in the internal energy equatiort buincreases in optically thick regions, but decreases in-opti

no radiative cooling. Such calculations are adiabatic @& thcally thin ones.

sense that there is no energy loss by the system. Examp{es.2 Heating

include a simulation ifPickett et al.(1998) and simulations In addition to the internal heating caused by GI's through

in Mayer et al. (2002, 2004).Mayer et al. use adiabatic shocks, compression, and mass transport, there can be heat-

evolution throughout some simulations, but, in others thahg due to turbulent dissipatiorNglson et al. 2000) and

are started with a locally isothermal EOS, they switch t@ther sources of shocks. In addition, a disk may be exposed

adiabatic evolution as the disk approaches fragmentationto one or more external radiation fields due to a nearby
Simple Cooling Laws. Better experimental control oveiOB star (e.g.Johnstone et al1998), an infalling envelope

energy loss is obtained by adopting simple cooling rates pg.g.,D’Alessio et al, 1997), or the central star (e.ghi-

unit volumeA = €/t.001, Wheree is the internal energy per ang and Goldreich1997). These forms of heat input can be

unit volume. Thet.,.; is specified either as a fixed frac- comparable to or larger than internal sources of heating and

tion of the local disk rotation perio®,,;, usually by set- can influence) and the surface boundary conditions. Only

ting t.001€2 = constant Gammie 2001;Rice et al, 2003b;  crude treatments have been done so far for envelope irradi-

Mayer et al, 2004b, 2005) ot.,,; = constant everywhere ation Boss2001, 2002bCai et al, 2006) and for stellar

(Pickett et al, 2003; Mejia et al, 2005). In theMayer et irradiation (Mejia, 2004).

al. work, the cooling is turned off in dense regions to sim-

ulate high optical depth. Regardlesstgf,; prescription, 2.4 Fragmentation

the amplitude of the GI's in thasymptotic statésee Fig.

1), achieved when heating and cooling are balanced, in- As shown first byGammieg(2001) for local thin-disk cal-

creases as.,,; decreases. In addition to elucidating theculations and later confirmed Wyice et al. (2003b) and

general physics of GI's, such studies address whether GRgejia et al. (2005) in full 3D hydro simulations, disks with

are intrinsically a local or global phenomendma(ghlin  a fixedt.,.; fragment for sufficiently fast cooling, specifi-

and Fozyczkal996; Balbus and Papaloizqu1999) and cally whent.,,;? < 3, or, equivalentlyt.oor S Prot/2. Fi-

whether they can be properly modeled by a simplpre- nite thickness has a slight stabilizing influen&ddg et al,

scription. Whert,,,,; is globally constant, the transport in- 2003b;Mayer et al, 2004a). When dealing with realistic ra-

duced by GI's is global with high mass inflow ratédddjia  diative cooling, one cannot apply this simple fragmentatio

et al, 2005; Michael et al, in preparation); when,,,;2  criterion to arbitrary initial disk models. One has to apply

is constant, transport is local, except for thick or very masgt to the asymptotic phase after nonlinear behavior is well-

sive disks, and the inflow rates are well characterized by developed Johnson and Gammi€003). Cooling times

constanty (Gammig 2001;Lodato and Ricg2004, 2005). can be much longer in the asymptotic state than they are
Radiative Cooling. The published literature on this so famitially (Cai et al, 2006,Boley et al, in preparation). For

comes from only three research grouelson et al.2000; disks evolved under isothermal conditions, where a simple

Boss 2001, 2002b, 2004aylejia, 2004;Cai et al, 2006), cooling time cannot be defined, local thin-disk calculation

but work by others is in progress. Because Solar Systershow fragmentation whe@ < 1.4 (Johnson and Gammjie

sized disks encompass significant volumes with small ar2D03). This is roughly consistent with results from global



In order to calculate hydrodynamic quantities such as mass
density or pressure forces, contributions from other parti
cles within a specified distance, tiseoothing lengthare
weighted according to amoothing kernednd summed in
pairwise fashion. Mutual gravitational forces are calteda
by organizing particles into a tree, where close particies a
treated more accurately than aggregates on distant bainche
Grid-based methods use a grid of points, usually fixed in
space, on which fluid quantities are defined. In the class of
finite differenceschemes, fluxes of mass, momentum, and
energy between adjacent cells are calculated by taking fi-
nite differences of the fluid quantities in space. Although
not commonly used in simulations of GI's, the Piecewise
Parabolic Method (PPM) dfollela and Woodwarg1984)
represents an example of the clas§mife volumeschemes.
Fig. 2.—Midplane density contours for the isothermal evolutionFor our purposes, an important distinguishing factor i$ tha
of a 0.09 M, disk around a 1M star. A multi-Jupiter mass while finite difference and SPH methods may require ar-
clump forms near 12 o’clock by 374 years. The frame in the figureificial viscosity terms to be added to the equations to en-
is 40 AU on a side. The figure is adapted fr@oss(2000). sure numerical stability and produce correct dissipation i
shocks, PPM does not.

simulations (e.g.Boss 2000;Nelson et al.1998;Pickett et
al., 2000a, 2003Mayer et al, 2002, 2004a). Fig. 2 shows
a classic example.ofafragmentmg d'Sk'. . In Section 2.3, we describe a number of processes by
Although there is agreement on conditions for fragmen- | . i . : .
. . . . . which disks may heat and cool. In this section, we discuss
tation, two important questions remain. Do real disks ever

cool fast enouah for fragmentation to occur. and do th\e/arious code implementations and their limitations.
g g ' Fixed EOS evolution is computationally efficient be-

fragments last long enough to contract into permanent pro- : .
toplanets before being disrupted by tidal stresses, sheat € it removes the need to solve an quaﬂon for thg en-
: S ergy balance. On the other hand, the gas instantly radiates
stresses, physical collisions, and shocks? : .
away all heating due to shocks and, for the isothermal case,
3. NUMERICAL METHODS due to compressional heating as well. As a consequence,
the gas may compress to much higher densities than are re-
A full understanding of disk evolution and the planet for-alistic, biasing a simulation towards Gl growth and frag-
mation process cannot easily be obtained using a purely amentation even when a physically appropriate temperature
alytic approach. Although numerical methods are poweir entropy scale is used. Although fixed,,;’s represent
ful, they have flaws and limitations that must be taken int@ clear advance over fixed EOS’s, equations 2 and 3 show
account when interpreting results. Here we describe sonfigat increasing the temperature, which makes the disk more
commonly used numerical techniques and their limitationstable, also decreases,;. So it is incorrect to view short
global cooling times as necessarily equivalent to moredrapi
3.1 Hydrodynamics Gl growth and fragmentation. In order for fragmentation to
occur, one needbotha shortt.,,; anda disk that is cool
Numerical models have been implemented using one @hough to be unstable (e.Rafikoy 2005).
the other of two broad classes of techniques to solve the The most physically inclusive simulations to date em-
hydrodynamic equations. Each class discretizes the systgy radiative transport schemes that allew,,; to be de-
in fundamentally different ways. On one hand, there argermined by disk opacity. Current implementations (Sectio
particle-based simulations using Smoothed Particle Hydr@.3) employ variants of a radiative diffusion approximatio
dynamics (SPH)RBenz 1990; Monaghan 1992), and, on in regions of medium to high optical depth integrated
the other, grid-based techniques (eT@hling 1980;Fryx-  from infinity toward the disk midplane. On the other hand,
ell et al, 1991;Stone and Normari992;Boss and Myhill  radiative losses actually occur from regions where 1,
1992;Pickett 1995). and so the treatment of the interface between opticallkthic
SPH uses a collection of particles distributed in spacgnd thin regions strongly influences cooling. Three groups
to represent the fluid. Each particle is free to move in rehave implemented different approaches.
sponse to forces acting on it, so that the particle distribu- Nelson et al. (2000) assume that the vertical structure
tion changes with the system as it evolves. The particlesf the disk can be defined at each point as an atmosphere
are collisionless, meaning that they do not represent ctua thermal equilibrium. In this limit, the interface can
physical entities, but rather points at which the undedyinbe defined by the location of the dighotospherewhere
distributions of mass, momentum, and energy are samplegl= 2/3 (see, e.gMihalas 1977). Cooling at each point is

3.2 Radiative Physics



then defined as that due to a blackbody with the temperatuckimps (see Fig. 3 ddurisen 2006).

of the photosphereBoss(2001, 2002b, 2004a, 2005) per-  Gravitational force errors develop in grid simulations
forms a 3D radiative diffusion treatment for the opticallyfrom at least two sources. First, whBickett et al.(2003)
thick disk interior Bodenheimer et g1.1990), coupled to place a small blob within their grid, errors occur in the self
an outer boundary condition where the temperature is setgpavitation force of the blob that depend on whether the
a constant forr < 10, 7 being measured along the radialcells containing it have the same spacing in each coordi-
direction. Mejia (2004) andCai et al. (2006) use a sim- nate dimension. Ideally, grid zones would have comparable
ilar radiative diffusion treatment in their disk interidsut  spacing in all directions, but disks are both thin and radi-
they define the interface using = 2/3, measured verti- ally extended. Use of spherical and cylindrical grids tends
cally, above which an optically thin atmosphere model iso introduce disparity in grid spacing. Secoihss(2000)
self-consistently grafted onto the outward flux from the inshows that maximum densities inside clumps are enhanced
terior. As discussed in Section 4.2, results for the threly orders of magnitude as additional terms in his Poisson
groups differ markedly, indicating that better understandsolver, based on #;,,, decomposition, are included. SPH
ing of radiative cooling at the disk surface will be requiredsimulations encounter a different source of error because

to determine the fate of GlI's. gravitational forces must be softened in order to preserve
the collisionless nature of the particleBate and Burkert
3.3 Numerical Issues (1997) and\elson(2006) each show that large imbalances

between the gravitational and pressure forces can develop i
The most important limitations facing numerical simula-the length scales for each are not identical, possibly induc
tions are finite computational resources. Simulations haveg fragmentation in simulations. On the other hand, spa-
a limited duration with a finite number of particles or cells tially and temporally variable softening implies a viotati
and they must have boundary conditions to describe behast energy conservation. Quantifying errors from sources
ior outside the region being computed. A simulation mussuch as insufficiently resolved shock dissipation or geavit
distribute grid cells or particles over the interestingtpaf  tional forces cannot be reliably addressed except by exper-
the system to resolve the relevant physics and avoid errdraentation. Results of otherwise identical simulations pe
associated with incorrect treatment of the boundariese Heformed at several resolutions must be compared, and iden-
we describe a number of requirements for valid simulationtical models must be realized with more than one numeri-
and pitfalls to be avoided. cal method (as in Section 4.4), so that deficiencies in one
For growth of GlI's, simulations must be able to resolvanethod can be checked against strengths in another.
the wavelengths of the instabilities underlying the fragme  The disks relevant for GI growth extend over several or-
tation. Bate and Burker{1997) andTruelove et al.(1997) ders of magnitude in radial range, while GI's may develop
each define criteria based on the collapse of a Jeans undtage amplitudes only over some fraction of that range.
ble cloud that links a minimum number of grid zones oIComputationally affordable simulations therefore reguir
particles to either the physical wavelength or mass assodieth inner and outer radial boundaries, even though the disk
ated with Jeans collapsélelson(2006) notes that a Jeansmay spread radially and spiral waves propagate up to or be-
analysis may be less relevant for disk systems because thgynd those boundaries. In grid-based simulati®iskett et
are flattened and rotating rather than homogeneous and ai- (2000b) demonstrate that numerically induced fragmen-
stead proposes a criterion based on the Toomre waveleng#tion can occur with incorrect treatment of the boundary.
in disks. Generally, grid-based simulations must resdiee t Studies of disk evolution must ensure that treatment of the
appropriate local instability wavelength with a minimum ofboundaries does not produce artificial effects.
4 to 5 grid zones in each direction, while SPH simulations In particle simulations, where there is no requirement
must resolve the local Jeans or Toomre mass with a mirthat a grid be fixed at the beginning of the simulation,
mum of a few hundred particles. boundaries are no less a problem. The smoothing in
Resolution of instability wavelengths will be insufficient SPH requires that the distribution of neighbors over which
to ensure validity if either the hydrodynamics or gravitathe smoothing occurs be relatively evenly distributed in a
tional forces are in error. For example, errors in the hydrosphere around each particle for the hydrodynamic quanti-
dynamics may develop in SPH and finite difference methties to be well defined. At currently affordable resolutions
ods because a viscous heating term must be added art{fi- 10° —106 particles), the smoothing kernel extends over a
cially to model shock dissipation and, in some cases, to efarge fraction of a disk scale height, so meeting this reguir
sure numerical stability. In practice, the magnitude o$dis ment is especially challenging. Impact on the outcomes of
pation depends in part on cell dimensions rather than just @mulations has not yet been quantified.
physical properties. Discontinuities may be smeared over
as many as- 10 or more cells, depending on the method4. KEY ISSUES
Further,Mayer et al. (2004_@1) have argued thaF,_ b_ecapse ih'l Triggersfor GI's
takes the form of an additional pressure, artificial viscos-
ity may by itself reduce or eliminate fragmentation. On the

e . When disks become unstable, they may either fragment
other hand, artificial viscosity can promote the longevity o



Fig. 3.—Face-on density maps for two simulations of interactidg= 0.1 M, protoplanetary disks in binaries with,o; = 0.5P,o¢
viewed face-on. The binary in the left panel has a nearly circular pioidnit with an initial separation of 60 AU and is shown after first
pericentric passage at 150 yrs (left) and then at 450 yrs (right).eltidglly induced spiral arms are visible at 150 yrs. The right panel
shows a snapshot at 160 yrs from a simulation starting from an initial bglejp@ration that is twice as large. In this case, fragmentation
into permanent clumps occurs after a few disk orbital times. FigurggedifromMayer et al.(2005).

or enter a self-regulated phase depending on the coolifi@ense rings associated with these magnetiaddlgd zones
time. It is therefore important to know how and when Gl'sshould become gravitationally unstable and may well trig-
may arise in real disks and the physical state of the disk ger a localized onset of GI's. This process might lead to
that time. Various mechanisms for triggering Gl's are coneisk outbursts related to FU Orionis eversrfitage et al,
ceivable, but only a few have yet been studied in any deta001) and induce chondrule-forming episodasléy et al,
Possibilities include — the formation of a massive disk fron2005).
the collapse of a protostellar cloud (e.gaughlin and Bo- A phase of GI's robust enough to lead to gas giant pro-
denheimer1994; Yorke and Bodenheimet999), clumpy toplanet formation might be achieved through externat trig
infall onto a disk Boss 1997, 1998a), cooling of a disk gers, like a binary star companion or a close encounter with
from a stable to an unstable state, slow accretion of masaother protostar and its disk. A few studies have explored
accumulation of mass in a magnetically dead zone, pertuhe effects of binary companions on Gl'&elson(2000)
bations by a binary companion, and close encounters wifbllows the evolution of disks in an equal-mass binary sys-
other star/disk systemB6ffin et al, 1998;Lin etal, 1998). tem with a semimajor axis of 50 AU and an eccentricity of
A few of these will be discussed further, with an emphasif.3 and finds that the disks are heated by internal shocks and
on some new results on effects of binarity. viscous processes to such an extent as to become too hot for
Several authors start their disks with stable or marginallgas giant planet formation either by disk GI's or by core ac-
stable@)-values and evolve them to instability either by slowcretion, because volatile ices and organics are vaporined.
idealized cooling (e.gGammig 2001;Pickett et al, 2003; a comparison of the radiated emission calculated from his
Mejia et al, 2005) or by more realistic radiative cooling simulation to those from the L1551 IRS5 systelRelson
(e.g.,Johnson and Gammi®003; Boss 2005, 2006;Cai  (2000) finds that the simulation is well below the observed
et al, 2006). To the extent tested, fragmentation in idealsystem and therefore that the temperatures in the simalatio
ized cooling cases are consistent with the Gammie critericaare underestimates. He therefore concludes that “planet fo
(Section 2.4). With radiative cooling, as first pointed oyt b mation is unlikely in equal-mass binary systems with-
Johnson and Gamm{@2003), it is difficult to judge whether 50 AU.” Currently, over two dozen binary or triple star sys-
a disk will fragment when it reaches instability based on itéeems have known extrasolar planets, with binary sepamtion
initial ¢.,,;. WhenMayer et al.(2004a) grow the mass of a ranging from~ 10 AU to ~ 10® AU, so some means must
disk while keeping its temperature constant, dense clumpe found for giant planet formation in binary star systems
form in a manner similar to clump formation starting fromwith relatively small semimajor axes.
an unstable disk. A similar treatment of accretion needs Using idealized coolingMayer et al. (2005) find that
to be done using realistic radiative cooling. Simulationshe effect of binary companions depends on the mass of
like these suggest that, in the absence of a strong additioriee disks involved and on the disk cooling rate. For a pair
source of heating, Gl's are unavoidable in protoplanetargf massive disksX/ ~ 0.1M), formation of permanent
disks with sufficient mass~( 0.1M, for a~ 1M, star). clumps can be suppressed as a result of intense heating
A disk evolving primarily due to magnetorotational in-from spiral shocks excited by the tidal perturbation (Fig.
stabilites (MRI's) may produce rings of cool gas in the disk3 left panel). Clumps do not form in such disks for bi-
midplane where the ionization fraction drops sufficiendly t nary orbits having a semimajor axis f60 AU even when
quell MRI's (Gammie 1996; Fleming and Stone2003). t...; < P..;. The temperatures reached in these disks are



> 200 K and would vaporize water ice, hampering core ac- In a thin, steady state-disk, the heating and cooling
cretion, as argued biMelson(2000). On the other hand, times are the same and take a valReir{gle, 1981; Gam-
pairs of less massive disk3/ ~ 0.05M) that would not mie 2001):
fragment in isolation since they start wi€h ~ 2, can pro- 4
duce permanent clumps provided that,; < P..:. Thisis teoot = = (v — 1)aQ}’1 .
because the tidal perturbation is weaker in this case (each )
perturber is less massive) and the resulting shock heatingfior o ~ 1072 andy = 1.4, equation 4 givesv 12P,;.
thus diminished. Finally, the behavior of such binary sysThis is a crude upper limit on the actual time scale required
tems approaches that seen in simulations of isolated dists change the disk thermodynamic state. External radia-
once the semimajor axis grows beyart) AU (Fig. 3 right tive heating from the star and any remaining circumstellar
panel). material can contribute a large fraction of the total hegatin
Calculations byBoss(2006) of the evolution of initially (D’Alessio et al, 1998; Nelson et al. 2000), as will any
marginally gravitationally stable disks show that the presinternal heating due to globally generated dynamical insta
ence of a binary star companion could help to trigger thbilities that produce shocks. Each of these processes actu-
formation of dense clumps. The most likely explanatiorally makes the disk more stable by heating it, but, as a con-
for the difference in outcomes between the modelblelf  sequence, dynamical evolution slows until the disk gains
son(2000) andBoss(2006) is the relatively short cooling enough mass to become unstable again. The marginally sta-
times in the latter models( 1 to 2 P,,;, seeBoss2004a) ble state will then be precariously held because the higher
compared to the effective cooling time Welson(2000) of temperatures mean that all of the heating and cooling time
~ 15P,,; at5 AU, dropping to~ P,,; at 15 AU. Similarly, scales, i.e., the times required to remove or replace all the
some differences in outcomes between the resulBosts disk thermal energy, are short (equations 2 and 3). When
(2006) andMayer et al. (2005) can be expected based orthe times are short, any disruption of the contribution from
different choices of the binary semimajor axes and eccem-single source may be able to change the thermodynamic
tricities and differences in the thermodynamics. For exanstate drastically within only a few orbits, perhaps beyond
ple, Mayer et al. (2005) turn off cooling in regions with the point where balance can be restored.
densities higher than)—1° g cm2 to account for high op- A number of models (Section 2.3) have used fixed EOS
tical depths. evolution instead of a full solution of an energy equation
Overall, the three different calculations agree that excto explore disk evolution. A fixed EOS is equivalant to
tation or suppression of fragmentation by a binary comparspecifying the outcomes of all heating and cooling events
ion depends sensitively on the balance between comprebat may occur during the evolution, short-circuiting ther
sional/shock heating and cooling. This balance appears itaal feedback. If, for example, the temperature or entropy
depend on the mass of the disks involved. Interestinglys set much too high or too low, a simulation may predict
lighter disks are more likely to fragment in binary systemeither that no Gl's develop in a system, or that they in-

(4)

according to bottMayer et al.(2005) andBoss(2006). evitably develop and produce fragmentation, respectively
Despite this limitation, fixed EOS’s have been useful to de-
4.2 Disk Thermodynamics lineate approximate boundaries for regions of marginal sta

bility. Since the thermal state is fixed, disk stability (as

As discussed in Sections 2.2 and 4.1, heating and coauantified by equation 1) is essentially determined by the
ing are perhaps the most important processes affecting ttisk’'s mass and spatial dimensions, though its surface den-
growth and fate of GlI's. Thermal regulation in the nonlineasity. Marginal stability occurs generally & ~ 1.2 to 1.5
regime leads naturally to systems near their stabilitytlimifor locally isentropic evolutions, with a tendency for hégh
where temporary imbalances in one heating or cooling ter@’s being required to ensure stability wittofter EOS's
lead to a proportionate increase in a balancing term. Fdie., with lowery values) Boss1998a;Nelson et al.1998;
fragmentation to occur, a disk must cool quickly enoughPickett et al, 1998, 2000aMayer et al, 2004a). At tem-
or fail to be heated for long enough, to upset this selfperatures appropriate for observed systems (Barkwith
regulation. A complete model of the energy balance thait al, 1990), thesé&) values correspond to disks more mas-
includes all relevant processes in a time-dependent manrsive than~ 0.1, or surface densities > 103 gm/cn¥.
is beyond the capabilities of the current generation of mod- As with their fixed EOS cousins, models with fixed,,
els. It requires knowledge of all the following — external ra can quantify boundaries at which fragmentation may set in.
diation sources and their influence on the disk at each loc@hey represent a clear advance over fixed EOS evolution
tion, the energy loss rate of the disk due to radiative caplin by allowing thermal energy generated by shocks or com-
dynamical processes that generate thermal energy througtession to be retained temporarily, and thereby enabling
viscosity or shocks, and a detailed equation of state to-detehe disk’s natural thermal regulation mechanisms to deter-
mine how much heating any of those dynamical processesine the evolution. Models that employ fixed cooling times
generate. Recent progress towards understanding disk eean address the question of how violently the disk’s ther-
lution has focused on the more limited goals of quantifyingnal regulation mechanisms must be disrupted before they
the sensitivity of results to various processes in isofatio can no longer return the system to balance. An example



of the value of fixedt.,,; calculations is the fragmentation likely, and additional hydrodynamic processes such as con-
criteriont ., < 327! (see Section 2.4). vection may become active if large enough gradients can be
The angular momentum transport associated with digenerated.
self-gravity is a consequence of the gravitational torques Indeed, recent simulations &oss(2002a, 2004a) sug-
induced by GI spirals (e.gl.arson 1984). The viscous gest that vertical convection is active in disks when radia-
« parameter is actually a measure of that stress normadive transfer is included, as expected for higaccording to
ized by the local disk pressure. As shown in equation Ruden and Pollack1991). This is important because con-
and reversing the positions of,,; and«, the stress in a vection will keep the upper layers of the disk hot, at the
self-gravitating disk depends on the cooling time and oexpense of the dense interior, so that radiative cooling is
the equation of state through the specific heat ratio. Asore efficient and fragmentation is enhanced. The results
long as the dimensionless scale heighHis< 0.1, global have not yet been confirmed by other work and therefore re-
simulations byLodato and Ric€2004) witht.,;2 = con- main somewhat controversial. Simulations\gjia (2004)
stant confirm Gammie’s assumption that transport due &nd Cai et al. (2006) are most similar to those &foss
disk self-gravity can be modeled as a local phenomenand could have developed convection sufficient to induce
and that equation 4 is accurat@ammie(2001) andRice et fragmentation, but none seems to occur. No fragmentation
al. (2005) show that there is a maximum stress that can lmecurs inNelson et al.(2000) either, where convection is
supplied by such a quasi-steady, self-gravitating dis&agFr implicitly assumed to be efficient through their assumption
mentation occurs if the stress required to keep the disk that the entropy of each vertical column is constant. Re-
a quasi-steady state exceeds this maximum value. The Ent re-analysis of their results revetls, ~ 3t0 10 P,.,
lationship between the stress and the specific heat fatiodepending on radius, which is too long to allow fragmen-
results in the cooling time required for fragmentation intation. Thesé,,;'s are in agreement with those seen by
creasing agy decreases. Foy = 7/5, the cooling time Cai et al. (2006) and byBoley et al. (in preparation) for
below which fragmentation occurs may be more Bie.,,, solar metallicity. TheNelson et alresults are also interest-
not the3/Q =~ P,,;/2 obtained fory = 2 (Gammig 2001; ing because their comparison of the radiated output to SEDs
Mayer et al, 2004b;Rice et al, 2005). observed for real systems demonstrates that substartial ad
Important sources of stress and heating in the disklitional heating beyond that supplied by GlI's is required to
that lie outside the framework of Gammie’s local analysisteproduce the observations, perhaps further inhibitiag-fr
are global gravitational torques due to low-order Gl spiramentation in their models. However, using the same tem-
modes. There are two ways this can happen — a geometerature distribution between 1 and 10 AU now used in
rically thick massive diskl(odato and Rice2005) and a Boss’s Gl models, combined with temperatures outside this
fixed globalt.,,; = constant fejia et al, 2005). Disks region taken from models bfdams et al(1988),Boss and
then initially produce large-amplitude spirals, resigtina  Yorke(1996) are able to reproduce the SED of the T Tauri
transient burst of global mass and angular momentum redisystem. It is unclear at present why their results diffemfro
tribution. Fort.,,; = constant and moderate masses, diskihose ofNelson et al(2000).
eventually settle into a self-regulated asymptotic stai, The origins of the differences between the three studies
with gravitational stresses dominated by low-order globadre uncertain, but possibilities include differences afhbo
modes WMichael et al, in preparation). For the very mas- numerical and physical origin. The boundary treatment at
sivet., €2 = constant disks, recurrent episodic redistributhe optically thick/thin interface is different in each eas
tions occur. In all these cases, the heating in spiral shiscks(see Section 3.2), influencing the efficiency of cooling, as
spatially and temporally very inhomogeneous, as are fluctare the numerical methods and resolutiomBossand the
ations in all thermodynamic variables and the velocity fieldCai/Mejia group each use 3D grid codes but with spherical
The most accurate method to determine the internal themnd cylindrical grids respectively, and each with a differe
modynamics of the disk is to couple the equations of radiadistribution of grid zones, whildlelson et aluse a 2D SPH
tive transport to the hydrodynamics directly. All heating o code. Perhaps significantlai/Mejia assume their ideal
cooling due to radiation will then be properly defined bygas has/ = 5/3 while Bossadopts an EOS that includes ro-
the disk opacity, which depends on local conditions. Thigtional and vibrational states of hydrogen, so that 7/5
is important because some fraction of the internal heatirfgr typical disk conditions. It is possible that differesde
will be highly inhomogeneous, occurring predominantly inthe current results may be explained if the same sensitivi-
compressions and shocks as gas enters a high density spiied toy seen in fixed EOS and fixed cooling simulations
structure, or at high altitudes where waves from the intericalso hold when radiative transfer is includ&bss and Cai
are refracted and steepen into shodRigKett et al.2000a) (in preparation) are now conducting direct comparison cal-
and where disks may be irradiatdddjia, 2004;Cai et al, culations to isolate the cause of their differences. The pre
2006). Temperatures and thg,,;’s that depend on them liminary indication is that the radiative boundary conafits
will then be neither simple functions of radius, nor a sinmay be the critical factor.
gle globally defined value. Depending on whether the lo- Discrepant results for radiatively cooled models should
cal cooling time of the gas inside the high density spirahot overshadow the qualitative agreement reached about the
structure is short enough, fragmentation will be more & legelationship between disk thermodynamics and fragmenta-



tion. If the marginally unstable state of a self-regulateaf longer-term interactions.
disk is upset quickly enough by an increase in cooling or In the simplest picture of protoplanet formation via GI’s,
decrease in heating, the disk may fragment. What is stifitructures are assumed to evolve along a continuum of
very unclear is whether such conditions can develop in reatates that are progressively more susceptible to fragmen-
planet-forming disks. It is key to develop a full 3D por-tation, presumably ending in one or more bound objects
trait of the disk surface, so that radiative heating and-coolvhich eventually become protoplaneckett et al.(1998,
ing sources may be included self-consistently in numeric&000a, 2003) and/ejia et al. (2005) simulate initially
models. Important heating sources will include the envesmooth disks subject to growth of instabilities and, in-
lope, the central star, neighboring stars, and self-hgatirdeed, find growth of large-amplitude spiral structures that
from other parts of the disk, all of which will be sensitivelater fragment into arclets or clumps. Instead of growing
to shadowing caused by corrugations in the disk surfagaore and more bound, however, these dense structures are
that develop and change with time due to the Gl's thensheared apart by the background flow within an orbit or less,
selves. Preliminary studies of 3D disk structuBeley and especially when shock heating is included via an artificial
Durisen 2006) demonstrate that vertical distortions, analoviscosity. This suggests that a detailed understandinigeof t
gous to hydraulic jumps, will in fact develop (see aok-  thermodynamics inside and outside the fragments is dritica
ett et al, 2003). If these corrugations are sufficient to caustor understanding whether fragmentation results in perma-
portions of the disk to be shadowed, locally rapid coolinghently bound objects.
may occur in the shadowed region, perhaps inducing frag- Assuming that permanently bound objects do form, two
mentation. additional questions emerge. First, how do they accrete
An implicit assumption of the discussion above is thatmass and how much do they accrete? Second, how are they
the opacity is well known. In fact, it is not. The dominantinfluenced by the remaining disk material? Recemflgyer
source of opacity is dust, whose size distribution, compcet al. (2002, 2004a) and.ufkin et al. (2004) have used
sition, and spatial distribution will vary with timeCuzzi et SPH calculations to follow the formation and evolution of
al., 2001;Klahr, 2003, see also Section 5 below), causinglumps in simulations covering up to 50 orbits (roughly
the opacity to vary as a result. So far, no models of Gl evag00 yrs), andViayer et al. (in preparation) are extending
lution have included effects from any of these processes, ethese calculations to several thousand years. They find that
cept thatNelson et almodel dust destruction whilgaiand when a locally isothermal EOS is used well past initial frag-
Mejia consider opacity due to large grains. Possible comentation, clumps grow te- 100/ ; within a few hundred
sequences are a misidentification of the disk photosphenears. On the other hand, in simulations using an ideal gas
surface if dust grains settle towards the midplane, or ncoEOS plus bulk viscosity, accretion rates are much lower
rect radiative transfer rates in optically thick regionghié (< 10=°M /yr), and clumps do not grow to more than

opacities themselves are in error. a few M ; or ~ 1% of the disk mass. The assumed ther-
modynamic treatment has important effects not only on the
4.3 Orbital Survival of Clumps survival of clumps, but also on their growth.

Nelson and Ben$2003), using a grid-based code and

Once dense clumps form in a gravitationally unstablstarting from a 0.37; seed planet, show that accretion rates
disk, the question becomes one of survival: Are they trarthis fast are unphysically high because the newly accreted
sient structures or permanent precursors of giant planetg&s cannot cool fast enough, even with the help of convec-
Long-term evolution of simulations that develop clumps igion, unless some localized dynamical instability is prése
difficult because it requires careful consideration of mdyo in the clump’s envelope. So, the growth rate of an initially
the large-scale dynamical processes that dominate formsmall protoplanet may be limited by its ability to accept
tion but also physical processes that exert small influenceslditional matter rather than the disk’s ability to supply i
over long time scales (e.g., migration and transport due fthey note (see alddn and Papaloizou1993;Bryden et al,
viscosity). It also requires that boundary conditions be-ha 1999;Kley, 1999;Lubow et al, 1999;Nelson et al.2000)
dled gracefully in cases where a clump or the disk itsel§triethat the accretion process after formation is self-lingjtat
to move outside the original computational volume. a mass comparable to the largest planet masses yet discov-

On a more practical level, the extreme computationared (see the chapter bidry et al).
cost of performing such calculations limits the time over Fig. 4 shows one of the extendd&dayer et al. sim-
which systems may be simulated. As a dense clump formglations, containing two clumps in one disk realized with
the temperatures, densities, and fluid velocities withadlit 2 x 10° particles, and run for about 5,000 years (almost 200
increase. As aresult, time steps, limited by the Courant coorbits at10 AU). There is little hint of inward orbital mi-
dition, can decrease to as little as minutes or hours as tlgeation over a few thousand year time scale. Instead, both
simulation attempts to resolve the clump’s internal strucelumps appear to migrate slowly outwaibss(2005) uses
ture. So far only relatively short integration times of up tosink patrticles (“virtual planets”) to follow a clumpy diskif
a fewx 103 yrs have been possible. Here, we will focus orabout 1,000 years. He also finds that the clumps do not mi-
the results of simulations and refer the reader to the chagrate rapidly. In both works, the total simulation times are
ters byPapaloizou et alandLevison et al.for discussions quite short compared to the disk lifetime and so are only
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Fig. 4.—The orbital evolution of two clumps (right) formed in a massive, growirmgplanetary disk simulation described in Mayer
et al. (2004). A face-on view of the system after 2,264 years of &wolis shown on the left, using a greyscale density map (the box is
38 AU on a side). In the right panel, the orbital evolution of the two clumpkldsve. Overall, both clumps migrate outward.

suggestive of the longer-term fate of the objects. Neverthéncreasing clump longevity if clumps form (see Fig. 3 of
less, the results are important, because they illustrateg-sh Durisen 2006). Gravity solvers that are both accurate and
comings in current analytic models of migration. fast are a robust feature of SPH codes, while gravity solvers
Although migration theory is now extremely well devel-in grid codes can under-resolve the local self-gravity ef th
oped (see the chapter Bapaloizou et a), predictions for gas Pickett et al, 2003). Both types of codes can lead to
migration at the earliest phases of protoplanet formation spurious fragmentation or suppress it when a force imbal-
Gl's are difficult to make, because many of the assumptiorence between pressure and gravity results at scales com-
on which the theory is based are not well satisfied. Morparable to the local Jeans or Toomre length due to lack of
than one protoplanet may form in the same disk, they masolution {Truelove et al. 1997; Bate and Burkert1997;
form with masses larger than linear theory can accommaelson 2006).
date, and they may be significantly extended rather than the Another major code difference is in the set up of ini-
point masses assumed by theory. If the disk remains masal conditions. Although both Eulerian grid-based and La-
sive, it may also undergo gravitoturbulence that changes tigrangian particle-based techniques represent an appaexim
disk’s mass distribution on a short enough time scale to caibn to the continuum fluid limit, noise levels due to dis-
into question the resonance approximations in the thebry. ¢reteness are typically higher in SPH simulations. Initial
applicable in the context of these limitations, recent gtive perturbations are often applied in grid-based simulattons
gations into the character of corotation resonances (&ee thbeed Gl's (either random or specific modes or both, e.g.,
chapter byPapaloizou et a). and vortex excitationKoller  Boss 1998a), but are not required in SPH simulations, be-
et al, 2003) in the corotation region may be of particularcause they already have built-in Poissonian noise at tie¢ lev
interest, because a natural consequence of these processeg N /N or more, whereV is the number of particles. In
is significant mass transport across the clump’s orbit and raddition, the SPH calculation of hydrodynamic variables in
duced inward migration, which is in fact seen in the abové&roduces small scale noise at the levellgiV,,.; ., where
simulations. Nyeign is the number of neighboring particles contained
in one smoothing kernel. Grid-based simulations require
boundary conditions which restrict the dynamic range of

Disk instability has been studied so far with varioudh® Simulations. For example, clumps may reach the edge

types of grid codes and SPH codes that have different reff a computational volumg after only a limited numbgr of
ative strengths and weaknesses (Section 3). Whether dfRits Boss 1998a, 2000Pickett et al, 2000a). Cartesian
ferent numerical techniques find comparable results witlids can lead to artificial diffusion of angular momentum
nearly identical assumptions is not yet known, althoug' 2 dlgk, a problem that can be aV_OIded_usmg a cylindrical
some comparative studies have been attemptetson et 9rd (Pickett et al, 2000a) or spherical gridBpss and My-
al., 1998). Several aspects of Gl behavior can be highl?'"’ 1992). Myhill & Boss(1993) find good agreement be-
dependent on code type. For example, SPH codes requiféeen sp.herlcal and Cartesian grid results for a nom;other
artificial viscosity to handle shocks such as those ocagrri@! rotating protostellar collapse problem, but evolutitn
along spiral arms. Numerical viscosity can smooth out thé N€arly equilibrium disk over many orbits in a Cartesian
velocity field in overdense regions, possibly inhibiting-co 97d is probably still a challenge. _

lapse Mayer et al, 2004a) but, at the same time, possibly In order to understand how well different numerical tech-

4.4 Comparison Test Cases
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Fig. 5.—Equatorial slice density maps of the disk in the test runs after about @ gwvolution. The initial disk is 20 AU in diameter.
From left to right are the results from GASOLINE and GADGET?2 (both Si@Hes), from the Indiana cylindrical-grid code, and from
the AMR Cartesian-grid code FLASH. The SPH codes adopt the shdaced artificial viscosity dBalsara(1995).

nigues can agree on the outcome of GlI's, different codeot used for isothermal evolutions.
need to run the same initial conditions. This is being done The two SPH codes are run with fixed gravitational soft-
in a large, on-going code-comparison project that involvesning, and the local Jeans length (d&&mte and Burkert
eight different codes, both grid-based and SPH. Amon§997) before and after clump formation is well resolved.
the grid codes, there are several adaptive mesh refineméhins with adaptive gravitational softening will soon be in-
(AMR) schemes. The comparison is part of a larger efeluded in the comparison. Here we show the results of the
fort involving several areas of computational astrophysicruns whose initial conditions were generated from&he
(http://krone.physik.unizh.ch/moore/wengen/tests.html). 10° particles setup, which was mapped onto a 512x512x52
The system chosen for the comparison is a uniform tempeGartesian grid for FLASH and onto a 512x1024x645(z)
ature, massive, and initially very unstable disk with a diamcylindrical grid for the Indiana code. Comparable resolu-
eter of about 20 AU. The disk is evolved isothermally andion (cells for grids or gravity softening for SPH runs) is
has &) profile that decreases outward, reaching a minimuravailable initially in the outer part of the disk, where the
value~ 1 at the disk edge. The disk model is created usin@ parameter reaches its minimum. In the GASOLINE and
a particle representation by letting its mass grow slowdy, aGADGET2 runs, the maximum spatial resolution is set by
described irMayer et al.(2004a). This distribution is then the gravitational softening at 0.12 AU. Below this scale,
interpolated onto the various grids. gravity is essentially suppressed. The FLASH run has a
Here we present the preliminary results of the code coniritial resolution of 0.12 AU at 10 AU, comparable with
parisons from four codes — two SPH codes called GASQhe SPH runs. The Indiana code has the same resolution as
LINE (Wadsley et a).2004) and GADGET23pringel et FLASH in the radial direction but has a higher azimuthal
al., 2001;Springe] 2005), the Indiana University code with resolution of 0.06 AU at 10 AU.
a fixed cylindrical grid Pickett 1995;Mejia, 2004), and the As it can be seen from Fig. 5, the level of agreement
Cartesian AMR code called FLASHFiyxell et al, 2000). between the runs is satisfactory, although significanediff
Readers should consult the published literature for aetail ences are noticeable. More clumps are seen in the Indi-
descriptions, but we briefly enumerate some basic featurema code simulation. On the other end, clumps have simi-
FLASH uses a PPM-based Riemann solver on a Cartesi&ar densities in FLASH and GASOLINE, while they appear
grid with directional splitting to solve the Euler equatipn more fluffy in the Indiana code than in the other three. The
and it uses an iterative multi-grid Poisson solver for gsavi causes are probably different gravity solvers and the non-
Both GASOLINE and GADGET?2 solve the Euler equationsadaptive nature of the Indiana code. Even within a single
using SPH and solve gravity using a treecode, a binary treategory of code, SPH or grid-based, different types of vis-
in the case of GASOLINE and an oct-tree in the case dfosity, both artificial and numerical, might be more or less
GADGET2. Gravitational forces from individual particles diffusive and affect the formation and survival of clumgs. |
are smoothed using a spline kernel softening, and they bdfct, tests show that more fragments are present in SPH runs
adopt theBalsara(1995) artificial viscosity that minimizes with shear-reduced artificial viscosity than with full shea
shear forces on large scales. The Indiana code is a finite difiscosity.
ference grid-based code which solves the equations of hy- Although still in an early stage, the code comparison has
drodynamics using the Van Leer method. Poisson’s equalready produced one important result, namely that, once
tion is solved at the end of each hydrodynamic step by favorable conditions exist, widespread fragmentatiorbis o
Fourier transform of the density in the azimuthal directiontained in high-resolution simulations using any of the stan
direct solution by cyclic reduction of the transform in4),  dard numerical techniques. On the other hand, the differ-
and a transform back to real spadlfling 1980). The ences already noticed require further understanding alhd wi
code’s Von Neumann-Richtmeyer artificial bulk viscosity isbe addressed in a forthcoming papdifer et al, in prepa-
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ration). Although researchers now agree on conditions fo
disk fragmentation, no consensus yet exists about whethd
or where real disks fragment or how long fragments reall
persist. Answers to these questions require advances ov
current techniques for treating radiative physics and com
pact structures in global simulations.

5. INTERACTIONSWITH SOLIDS

The standard model for the formation of giant gaseoud
planets involves the initial growth of a rocky core that, whe
sufﬂClentIy massive, accretes a gaseous enveIdeE{r_]- Fig. 6.— Surface density structure of particles embedded in a
heimer and Pollack1986; Pollack et al, 1996). In this self-gravitating gas disk. a) The left-hand panel shows that the
scenario, the solid particles in the disk must first grow fromyisribution of 10 m radius particles is similar to that of the gas
micron-sized dust grains to kilometer-sized planetesimaljisk, because these particles are not influenced strongly by gas
that then coagulate to form the rocky core. drag. b) The right-hand panel illustrates that 50 cm particles are

In a standard protoplanetary disk, the gas pressure nesiongly influenced by gas drag and become concentrated into the
the disk midplane will generally decrease with increasingp!-spirals with density enhancements of an order of magnitude or
radius resulting in an outward pressure gradient that caus@ore. Figures adapted froRice et al.(2004).
the gas to orbit with sub-Keplerian velocities. The solid
particles, on the other hand, do not feel the gas pressure
orbit with Keplerian velocities. This velocity difference-
sults in a drag force that generally causes the solid pesticl

atﬂgk, where structures formed by Gl activity, such as the
centers of the spiral arms, are pressure and density maxima.
In such a case, drag force results in solid particles dgftin
central star with a radial drift velocity that depends on th f%_v_vards the centers_of these structures, with the most sig-
Rificant effect occurring for those patrticles that wouldain

part|clg slze ngdensqh|llmg_1977_). . smooth, laminar disk, have the largest inward radial veloci
While this differential radial drift can mix together par- ties

ticles (?f different size anq aIIovy large _grains to grow .by h;disks around very young protostars do indeed undergo

i\ggsep'qg IUD §Tal(ljer gralnSA/iald?nischllltl)rllg ang Cuzﬂ a self-gravitating phase, then we would expect the resgultin
), it also introduces a potential problem. - Lepen Ingpiral structures to influence the evolution of the solid par

on the actual disk properties, the inward radial velocity foticles in the disk Haghighipour and Bos2003a,b). A GI-

parlt(ﬁles W'ﬂf s\l/\z/e_z betwr(]a_(lei‘lpcniga%dl m tC:nt ?he as h'g? active disk will also transport dust grains small enough to

as10” cm s (Weidenschilling ), SO that these parti- remain tied to the gas across distances of many AU’s in only

cles could easily migrate into the central star before beconi 000 yrs or soBoss 2004b), a potentially important pro-

N9 !alrge;npuo?h ;ohdecourp])le fromdthe d|§k gas. Ir: thc(?s ess for explaining the components of primitive meteorites
F:qrtlg_?fs I(: Itn eed aveﬁ or';hre5| ence tlmets |fn t ethls ee the chapter bilexander et a). Boley and Durisen
farger kiometer-sized planetesimals which are requiced f (2002) S1OW thal, in only one pass of a spiral shock, hy-
the subsequent formation of the planetary cores dra}ulicjumps int;iuced by shqck heating can mix gas and en-
The above situation is only strictly valid in smdoth lam_tramed dust radlally_and vertically over length-scales?
inar disks with gas pressures that decrease monot,onicag]rongh the generation of huge breaking waves. The pres-
Yice of chondrules in primitive chondritic meteorites is ci

\t,::t] r']r;\:/r:?;g;? r?edslgjlrelfetr?r?;caerris:t}; r?ﬁéogfugti?ﬁczi umstantial evidence that the Solar Nebula experienced a
P ’ S er‘f-gravitating phase in which spiral shock waves prodide

very different. In the vicinity of a pressure enhancemen&,ne flash heating required to explain their existergesé
the gas velocity can be either super- and sub-Keplerian dghd Durisen 2005a,bBoley et al, 2005)

pending on the local gas pressure gradient. The drag force To test how a self-gravitating phase in a protostellar disk

can then cause solid particles to drift outwards or inward?nfluences the evolution of embedded particRige et al

respectively Kaghighipour and Boss2003a,b). The net (2004) . S ) .

. . . ) perform 3D self-gravitating disk simulations that i
effect is that the solid p".i”'c'e.s should drift t.oyva.rds P®Sciude particles evolved under the influence of both disk self
sure maxima. A related idea is that a baroclinic 'nStab'“%ravity and gas drag. In their simulations, they consider
Clglu Ig lead dtoBthg prﬁ d'uctlogogglong—gvtehd,tcohlgdrent vtceaf?c both 10 m particles, which, for the chosen disk parameters,
(Klahr and Bodenheimer ) an at solid particies .o only weakly coupled to the gas, and 50 cm particles that

would drift towards_ the center of the vortex where _the en: o significantly influenced by the gas drag. Fig. 6a shows
hanced concentration could lead to accelerated grain grOV\R1

. X : e surface density structure of the 10 m particles one outer
i(gIﬁg\r/vae?/zrHS::gr]t%l:iLrgz;%s-gzeaﬁ)élséz?r?;g OS(;J 6C)h Vort'cesrotation period after they were introduced into the gas.disk

An anal ) Id rin if-aravit tinThe structure in the particle disk matches closely thatef th
analogous process could occu a sefi-gravita 8&13 disk (not shown) showing that these particles are influ-
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enced by the gravitational force of the gas disk, but not smplanetary disk. Most stars form in regions of high-mass
strongly influenced by gas drag. Fig. 6b shows the sustar formation lada and Lada2003) where disk lifetimes
face density structure of 50 cm particles at the same epocthould be the shortest due to loss of outer disk gas by UV
Particles of this size are influenced by gas drag and Figradiation.
6b shows that, compared to the 10 m particles, these parti- There is currently disagreement about whether GlI's are
cles become strongly concentrated into the Gl-induced sptronger in low-metallicity system<Cg@i et al, 2006) or
ral structures. whether their strength is relatively insensitive to theaya
The ability of solid particles to become concentrated irof the disk Boss 2002a). In either case, if disk instability
the center of Gl-induced structures suggests that, even if gs correct, we would expect that even low-metallicity stars
ant planets do not form directly via Gl's, a self-gravitatin could host gas giant planets. The growth of cores in the
phase may still play an important role in giant planet formaeore accretion mechanism is hastened by higher metallicity
tion. The solid particles may achieve densities that coulthrough the increase in surface density of sol@sllack et
accelerate grain growth either through an enhanced colld., 1996), although the increased envelope opacity, which
sion rate or through direct gravitational collapse of the paslows the collapse of the atmosphere, works in the other di-
ticle sub-disk Youdin and Shi2002).Durisen et al.(2005) rection Podolak 2003). The recent observation of a Saturn
also note that dense rings can be formed near the boundanieass object, orbiting the metal-rich star HD 149026, with
between Gl-active and inactive regions of a disk (e.g., tha core mass equal to approximately half the planet's mass
central disk in Fig. 1). Such rings are ideal sites for the cor(Sato et al. 2005) has been suggested as a strong confir-
centration of solid particles by gas drag, possibly leadingnation of the core accretion model. It has, however, yet to
to accelerated growth of planetary embryos. Even if prase shown that the core accretion model can produce a core
cesses like these do not contribute directly to planetdsimaith such a relatively large mass. If this core was produced
growth, GI's may act to prevent the loss of solids by migraby core accretion, it seems that it never achieved a runaway
tion toward the proto-Sun. The complex and time-variablgrowth of its envelope; yet, in the case of Jupiter, the core
structure of Gl activity should increase the residence timaccretion scenario requires efficient accumulation of a mas
of solids in the disk and potentially give them enough timesive envelope around a relatively low-mass core.
to become sufficiently massive to decouple from the disk The correlation of short-period gas giants with high

gas. metallicity stars is often interpreted as strong evidemce i
favor of core accretionL@ws et al, 2003; Fischer et al,
6. PLANET FORMATION 2004; Santos et a).2004). TheSantos et al.(2004) anal-

ysis, however, shows that even the stars with the lowest
eWetallicities have detectable planets with a frequency-com
Rarable to or higher than that of the stars with intermedi-

The relatively high frequency{10%) of solar-type stars
with giant planets that have orbital periods less than a f

ears suggests that longer-period planets may be quite f L :
éuent ”F?e‘-]’rhap& 12 togzsc£ 0:( G %Warfs maz havqemgasate metallicities.Rice et al. (2003c) have shown that the

giants orbiting within~10 AU. If so, gas giant planet for- metallicity distribution of systems with at least one massi

mation must be a fairly efficient process. Because rough§)anet My > 5M 7,,) ON an eccentric orbits of moderate

half of protoplanetary disks disappear within 3 Myr or les emi-major axis does not have the same metal-rich nature
(Bally et al, 1998;Haisch et al, 2001:Bricéno et al, 2001; as the full sample of extrasolar planetary systems. Some of

Eisner and Carpenter2003), core accretion may not bet.he met'allicity correlation can be explaiped by the obserya
able to produce a high frequency of gas giants. Thereis al nal bias o_f_the spectr(_)scoplc method n favor of _detgctln
now strong theoreticaMprke and Bodenheimet999) and planets prbltlng stars \.’.V'th strong me_talllc absorptiorsin
observational @sorio et al, 2003; Rodiguez et al. 2005: The residual velocn_y_utter typically increases from_ a few
Eisner et al, 2005) evidence that disks around very youngiF/ s for solar mgt_alllcny t0 5 — 16 m/s for stars with 1/4
protostars should indeed be sufficiently massive to expe e solar metaII|c_|ty or less. In terms of extrasolar planet
ence GI's. Rodiiguez et al. (2005) show a 7 mm VLA search space, this could account for as much as a factor

image of a disk around a Class 0 protostar that may haveggtwo difference in the total number of planets detected
mass half that of the central star. y spectroscopy. A spectroscopic search of 98 stars in the

1 ici 0,
Hybrid scenarios may help remove the bottleneck bYHyac(ijes Ctlr:J.Ster’ Vk\]"th a me;allltc;q(/) ﬁSt/(i]grgtater trr:anljcr)]lar,
concentrating meter-sized solids, but it is not clear theyt ound nathing, whereas abou ot Juprters should have

can shorten the overall time scale for core accretion, whickﬁeen found, assuming the same frequency as in the solar

is limited by the time needed for the growth of M4, cores heighborhoodRaulsen et al.2004). .
and for accretion of a large gaseous enveloperisen et Joneq2004) found that the average metallicity of planet-
Qgst stars increased from 0.07 to~ 0.24 dex for planets

al. (2005) suggest that the latter might be possible in den th L of. 2 AU t 0.03 AU t
rings, but detailed calculations of core growth or envelop}Q'I Semimajor axes o~ U » Suggest-
ng a trend toward shortest-period planets orbiting thetmos

accretion in the environment of a dense ring do not noW . -
exist. Disk instability, on the other hand, has no problerﬁnetal'”Ch stars. Similarh§ozzett{2004) showed that both

forming gas giants rapidly in even the shortest-lived pro[netal-poor and metal-rich stars have increasing numbers of
planets as the orbital period increases but only the metal-
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rich stars have an excess of the shortest period planets. Thian core massBoss et al.2002). Proto-Saturn may have
could imply that the metallicity correlation is caused by in started out with a mass larger than that of proto-Jupiter, bu
ward orbital migration, if low-metallicity stars have long its excess gas may have been lost by UV photoevaporation,
period giant planets that seldom migrate inward. a process that could also form Uranus and Neptune. Disk
Lower disk metallicity results in slower Type Il inward instability predicts that inner gas giants should be accom-
migration (ivio and Pringle 2003), the likely dominant panied by outer ice giant planets in systems which formed
mechanism for planet migration (see the chapterPay in OB associations due to strong UV photoevaporation. In
paloizou et al).. This is because with increased metallicity,low-mass star-forming regions, disk instability should{pr
the disk viscosity increases. In standard viscous accretiomluce only gas giants, without outer ice giants.
disk theory (e.g.Ruden and Pollack1991)rv = ac,H. Disk instability predicts that even the youngest stars
Lower disk metallicity leads to lower disk opacity, lowershould show evidence of gas giant plandsgs 1998b),
disk temperatures, lower sound speeds, and a thinner diskhereas core accretion requires several Myr or more to
As v decreases with lowered metallicity, the time scale foform gas giantsifiaba et al, 2003). A gas giant planet
Type Il migration increases.Ruden and PollacK1991) seems to be orbiting at 10 AU around the 1 Myr-old
found that viscous disk evolution times increased by a factstar CoKu Tau/4 Rorrest et al, 2004), based on a spec-
of about 20 when decreased by a factor of 10. It remainstral energy distribution showing an absence of disk dust in-
to be seen if this effect is large enough to explain the rest aide 10 AU (for an alternative perspective, Jaeaka et al.
the correlation. If disk instability is operative and if @d)  2005). Several other 1 Myr-old stars show similar evidence
migration is the major source of the metallicity correlatio for rapid formation of gas giant planets. The direct detec-
then metal-poor stars should have planets on long-peridihn of a possible gas giant planet around the 1 Myr-old star

orbits. GQ Lup (Neuhauser et al. 2005) similarly requires a rapid
Disk instability may be necessary to account for thelanet formation process.
long-period giant planet in the M4 globular clustSid- We conclude that there are significant observational ar-

urdsson et al.2003), where the metallicity is 1/20 to 1/30 guments to support the idea that disk instability, or peshap
solar metallicity. The absence of short-period Jupiters ia hybrid theory where core accretion is accelerated by GlI's,
the 47 Tuc globular clustetjlliland et al., 2000) with 1/5 might be required to form some if not all gas giant planets.
solar metallicity could be explained by the slow rate of in-Given the major uncertainties in the theories, observation
ward migration due to the low metallicity. Furthermore, iftests will be crucial for determining the relative proponts

47 Tuc initially contained OB stars, photoevaporation ef th of giant planets produced by the competing mechanisms.
outer disks may have occurred prior to inward orbital mi-
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