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• resolution 
• wavelength coverage 
• signal-to-noise ratio 
• distance of objects 
• number of objects

Modern observations improved in many dimensions

UVES @ 8m VLT in Chile



Quantum mechanics and stellar spectroscopy 
have a long history

Williamina Flemming Niels Bohr

The identification of lines observed by Flemming in zeta Puppis (O4If star) as 
being from He II was a major piece of the puzzle in Bohr’s model.   

This is a textbook example of interaction between astronomy, experimental and 
theoretical physics. 

Bohr (1913)
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Figure 9. The VLT/UVES spectrum (dark curve) of the star HR 6000 in the 5175–5181 Å wavelength region. A predicted spectrum (light
curve) is inserted, indicating that the region contains many unidentified lines, for which new identifications are presented above the
spectrum. Many of the new lines are 3d6(3H)4d–3d6(3H)4f transitions.

clean absorption line spectra of Fe ii—unbeatable sources for
absorption line spectroscopy of Fe ii.

In figure 9, the observed (dark) and calculated (light)
spectra are shown in a small wavelength interval, where most
of the lines are unidentified Fe ii lines or newly identified
high-excitation 4d–4f transitions in Fe ii. The observed lines
correspond to the 3d6(3H)4d–3d6(3H)4f transitions shown in
figure 10, i.e. the same type of 4d–4f transition reported in
my first Fe ii paper [1] but with a different parent term, 3H
instead of 5D. Some of the new 4d–4f lines appear in the
laboratory spectrum but many more of them are observed in
the stellar spectrum. This is explained by the fact that in the
laboratory source the upper level at 15 eV has to be populated
but in the stellar medium the lower level at 13 eV is populated.
An observable population at such a high excitation energy
is very unusual in stellar spectra1. It is worthwhile to point
out that the stellar absorption lines observed from levels at
excitation energies of about 13.5 eV indicate that more than
600 Fe ii levels could energetically be populated in the stellar
atmosphere. Considering this fact, it is a mystery that the
stellar spectrum seems so clean (see figure 9).

6.3. The first detection of 3d5 (5S)4s4f based solely on stellar
lines

The 4f configuration of the DE system with the lowest
grandparent term 5S in Fe iv (see figure 4) is expected to fall
very close to the ionization limit of Fe ii. The full DE notation
is 3d5(5S)4s4f(3,1F), but the interaction between the 3d and
4s electrons is probably larger than the coupling between
either of them with the 4f electron. The proper notation is

1 In atomic spectroscopy, we use the concept ‘high-excitation lines’ for lines
coming from highly excited levels in a given ion, and not for lines coming
from levels in ions of the same species but of higher degree of ionization, as
is frequently the case in the astronomical literature.

Figure 10. The 3d6(3H)nl subconfigurations of Fe ii. The newly
identified 3d6(3H)4d–3d6(3H)4f transitions are indicated by a line
(see section 6.2).

then 3d54s(7S)4f 8,6F. The obvious decay of these terms is
through 4d–4f transitions down to the experimentally known
3d54s(7S)4d 8,6D configuration at about 110 000 cm�1 (see the
term diagram in figure 4).

A portion of the spectrum of the star HR 6000 at about
4400 Å contains 14 lines, which have no identification, within
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Johansson (2009)

Identification of a 4d-4f multiplet of Fe II in HR6000 (Bp star 
with [Fe/H]~0.7), which had not been seen in lab spectra 

NewUnidentified



Why do such things still exist?

“in principle”

i� �

�t
� = H�

“in practice”

• Atomic structure 
• Interactions with photons 
• Collisions  

all still very active fields 
of research 

(laboratory astrophysics)

H� = E�



Abundances in stars provide “fossil” information in 
astrophysics. 

We can probe: 

• stars themselves 
• stellar populations 
• the cosmic matter cycle 
• planetary systems 

What can we do with accurate elemental 
abundances?



Example application 1: 
Probing (Big Bang) nucleosynthesis

© 2006 Nature Publishing Group 

 

determination is obtained based on photometry, exploiting the
luminosity difference of the stars. These data are also given in Table
1. As can be seen, the spectroscopicDTeff ðTOP2RGBÞ (that is, Teff ;TOP 2
Teff ;RGBÞ is well-matched by both the Strömgren index (v2 y) and the
broad-band index (V 2 I), the photometry indicating a DTeff only
20–50K (2–5%) lower. The spectroscopic Dlogg (TOP–RGB) is only 0.05
below that determined from the photometry. This is excellent agree-
ment for two fully independent methods and we thus consider the
stellar-parameter differences to be well constrained. On the basis of
these differences, relative abundance trends can be scrutinized.
The best-determined abundance (in terms of number of spectral

lines used) is that of iron. We find the abundance to differ by 45%
(0.16 in log abundance), that is, the TOP stars have the lowest
abundance which successively rises towards the RGB stars (Fig. 1a).
Propagating the line-to-line scatter for all iron lines of each
star into the mean values given in Table 1 and further into the
abundance difference between TOP and RGB stars, the difference
(Dlog1TOP2RGB ¼ 0:16^ 0:05) is significant at the 3.2j level. Cal-
cium and titanium also show trends (Supplementary Fig. 2), but
these are less pronounced.
We have compared these abundance trends with various diffusion

model predictions and found that a model with one particular value
of the turbulent-mixing efficiency10 is capable of fitting the obser-
vations of these heavy elements well. This model (model T6.0, with a
parametric description of turbulent mixing using an isotropic
turbulent diffusion coefficient 400 times larger than the atomic
diffusion coefficient for helium at logT ¼ 6.0 varying with density
as r23 (ref. 10), and computed for the metallicity of the RGB stars)
clearly predicts a steeper trend for iron than for calcium or titanium,
in agreement with the observations. The simultaneous element-
specific reproduction of the observations thus lends strong support
for the diffusion interpretation of these trends and constrains the
level of turbulent mixing.
We emphasize that it is not possible to remove all trends simul-

taneously by adjusting the stellar parameters: the neutral species Ca I

and Fe I (both affected by non-equilibrium) require a Teff correction
of roughly 100K and 200K respectively, while the ionized species Ti II
and Fe II (formed in equilibrium) would require a change in logg
of 0.15 and 0.33, respectively. Considering the agreement between

spectroscopy and photometry, these corrections to the stellar par-
ameters are large and incompatible with one another.
We also investigate the effect that the three-dimensional (3D)

hydrodynamic nature of stellar atmospheres21 might have on the
observed trends. Using the 3D TOP and RGB models available to us,
we find that the trends inferred from weak Fe II and Ti II lines in
one dimension require small 3D corrections only. For iron, the trend
would even be slightly steeper. As the stellar-parameter differences
are well determined, analyses based on 3D hydrodynamic models
would reach much the same conclusion about the abundance trends.
In the light of the identified diffusion signature, we should

consider the structural effect that helium diffusion has on the
atmosphere and, therefore, on the spectroscopic analysis. The T6.0
model predicts the He/H ratio in the TOP stars to be decreased by
nearly 50% from the original value, 40% in the SGB stars, whereas the
original ratio is almost restored in the bRGB and RGB stars. Helium
settling of this extent changes the mean molecular weight in the

Figure 1 | Trends of iron and lithium as a function of the effective
temperatures of the observed stars compared to the model predictions.
The grey crosses are the individual measurements, while the bullets are the
group averages. The solid lines are the predictions of the diffusion model,
with the original abundance given by the dashed line. In b, the grey-shaded
area around the dotted line indicates the 1j confidence interval of
CMB þ BBN1: log[1(Li)] ¼ log(NLi/NH) þ 12 ¼ 2.64 ^ 0.03. In a, iron is
treated in non-equilibrium20 (non-LTE), while in b, the equilibrium (LTE)
lithium abundances are plotted, because the combined effect of 3D and
non-LTE corrections was found to be very small29. For iron, the error bars
are the line-to-line scatter of Fe I and Fe II (propagated into the mean for the
group averages), whereas for the absolute lithium abundances 0.10 is
adopted. The 1j confidence interval around the inferred primordial lithium
abundance (log[1(Li)] ¼ 2.54 ^ 0.10) is indicated by the light-grey area.We
attribute the modelling shortcomings with respect to lithium in the bRGB
and RGB stars to the known need for extra mixing30, which is not considered
in the diffusion model.

Table 1 | Mean stellar parameters, iron abundances and photometric
quantities of the four groups of stars observed

Group No.
of stars

Teff
(K)

log[g (cm s22)] log[1(Fe)] y
(km s21)

TOP 5 6,254 3.89 5.23 ^ 0.04 2.00
SGB 2 5,805 3.58 5.27 ^ 0.05 1.75
bRGB 5 5,456 3.37 5.33 ^ 0.03 1.73
RGB 6 5,130 2.56 5.39 ^ 0.02 1.60
Sun 1 5,777 4.44 7.51 1.00

DTeff (TOP–RGB)
(K)

Dlog[g (TOP–RGB)

(cm s22)]
Dlog[1(Fe)(TOP–RGB)]

Spectroscopy 1,124 1.33 0.16 ^ 0.05
Strömgren,

(v–y)
1,108 1.38 –

Broad-band,
(V–I)

1,070 1.38 –

Mean stellar parameters of the four groups of stars in the following evolutionary stages:
TOP, SGB, bRGB and RGB (see text). The FLAMES-UVES spectra cover the spectral range
from 4,800–6,800 Å, have R ¼ l/Dl ¼ 48,000 (where l is wavelength) and signal-to-noise
ratios in excess of 80:1 per pixel. The analyses are fully spectroscopic and line-by-line
differential to the Sun. Typical errors on Teff, logg and the microturbulence y for individual
stars are, respectively, 150K, 0.15 and 0.2 km s21. The errors in log[1(Fe)] ¼ log(NFe/
NH) þ 12 are the combined values of the line-to-line scatter of Fe I and Fe II for the individual
stars propagated into the mean value for the group. Between 20 and 40 Fe I and Fe II lines
were measured by means of profile fits. The stellar parameters of the TOP and SGB group
have not been corrected for helium diffusion, which would result in higher logg values
(þ0.05; see text). Below, the spectroscopic results are compared with the photometry
(Strömgren and broad-band indices calibrated on the infrared-flux method28, see also
Supplementary Table 1) obtained with the Danish 1.54-m telescope on La Silla. In both cases,
Dlogg is based on the magnitude difference in V.
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Abundances across evolutionary stages in globular cluster support
that Li has been depleted in the atmosphere due to settling in old stars



Example application 2: 
Probing the first stars
T. Nordlander et al.: 3D NLTE analysis of SMSS0313-6708
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Fig. 9. Best fitting supernova model yields assuming a selection of different progenitor masses, where thicker lines and symbols represent higher
mass. The explosion energy (varying color) and mixing fraction (varying plot symbol) have been selected as the best fit to the observed abundances
at each selected mass. Residuals are shown beneath for all available elements, with the 1σ, 2σ and 3σ measurement uncertainties indicated in
dark to light shades of grey.

for Mg and Ca by 0.3 dex, now
[

Mg/H
]

= −3.83 ± 0.10 and
[Ca/H] = −6.94 ± 0.12.

We caution the reader that LTE analyses of extremely metal-
poor giant stars, whether in 1D or 3D, are likely to be signifi-
cantly biased for the elements Mg, Al, Ca and Fe. These abun-
dances may be underestimated by as much as 1 dex. In particular,
our 3D LTE analyses of atomic lines are often worse than the 1D
LTE analysis, in comparison to the 3D NLTE result, due to can-
cellation effects in the 1D analysis. Such cancellation has previ-
ously been predicted (e.g. Asplund et al. 1999) and later found
(e.g. Asplund et al. 2003) in analyses of metal-poor dwarfs, and
is similar to the so-called “NLTE-masking” demonstrated in a
solar 1D analysis by Rutten & Kostik (1982). Our results from
1D NLTE analyses are similar to those from 3D NLTE, but we
find significant differences for the saturated lines of Mg and
Ca, which in 1D modeling are sensitive to the vmic parameter,
and for Fe where the resonance lines are very sensitive to both
NLTE and 3D effects. Additionally, 3D–1D corrections inferred
in LTE and NLTE–LTE corrections inferred in 1D cannot sim-
ply be combined, as the NLTE–LTE difference in line strength
varies across the surface of the 3D model. Unfortunately, NLTE
models of neutral species are often limited by the atomic data, in
particular transition rates due to collisions with neutral hydrogen
atoms. These data are now available for a handful of elements
(see Barklem 2016b), the bulk of which we utilize in this work.

Combined with the 3D LTE analysis of molecular lines pre-
viously reported by Bessell et al. (2015), our 3D NLTE analysis
of atomic lines results in abundances being accurately known for
all five elements detected in SMSS0313-6708 (Li, C, O, Mg and
Ca) along with accurate upper limits for four more (N, Na, Al
and Fe). Comparing these abundances to predicted supernova
yields (Heger & Woosley 2010), we find good agreement with

models of progenitor mass 10 M⊙ and explosion energy < 1 B,
or 20–60 M⊙ and explosion energies in the range 1–2 B, where
ejecta from the inner core are unable to escape but fall back into
the nascent black hole remnant. Explosion energies above 2.5 B
can be strongly excluded, as such models eject iron-peak ele-
ments producing light-to-heavy element ratios in disagreement
with observations.

It is important to extend this work to other ultra metal-poor
stars. It is likely that the abundances of other giant stars similar
to SMSS0313-6708 are significantly underestimated. The mag-
nitude of the 3D NLTE abundance corrections for iron decrease
with increasing iron abundance, such that the abundance scale
compresses toward higher values, with SMSS0313-6708 still the
most iron-deficient star known by at least an order of magni-
tude (Frebel & Norris 2015). Correctly inferring the abundance
patterns of ultra metal-poor stars, using 3D NLTE modeling, is
crucial to constrain the true nature of Population III supernovae,
their progenitor stars, and their influence on the early evolution
of galaxies.
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Two solar-type stars in binary, 16 Cyg B with 2.4 MJ planet

Tucci Maia++ (2014)

Example application 3: 
Probing planetary system formation

Abundances tell us planet probably has a rocky core

~10%



Accuracy will be important for galactic 
archeology

High S/N and R spectra for 
2x106 stars

Accurate astrometry for 
>109 stars



Accuracy more powerful than numbers

Accuracy
(𝛔)

Resolve 0.2 
dex (25%)

Resolve 0.1 
dex (12%)

Resolve
0.01 dex (2%)

0.1 dex (25%) 103 106 >>109

0.09 dex (23%) 700 105 >>109

0.05 dex (12%) 100 103 >>109

0.01 dex (2%) ~2 ~2 106

Present 
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Fig. 3. Examples of probability plots for the test statistic t(x) obtained
in Monte-Carlo simulations for sample sizes N = 102, 103, and 104

(top to bottom). In each diagram the solid curve shows, as a function
of the critical value C, the probability that t exceeds C under the null
hypothesis (r = 0). The dashed curves show the probabilities under the
alternative hypothesis (r > 0) for the r-values indicated in the legend. In
the bottom diagram the dotted curve gives, for comparison, the expected
distribution of D

p
N for a one-sample K–S test in which F is the true

distribution (without adjusting µ and �); see footnote 3.

It should be remembered that these results were obtained
with a very specific set of assumptions, including: (1) measure-
ment errors (and/or internal scatter) that are purely Gaussian;
(2) that the two populations in the alternative hypothesis are
equally large; (3) the use of the particular statistic in Eq. (1);
and (4) the choice of significance (a probability of falsely reject-
ing H0 less than ↵ = 0.01) and power (a probability of correctly
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Fig. 4. Minimum sample size needed to distinguish two equal Gaussian
populations, as a function of the separation of the population mean in
units of the standard deviation of each population. The circles are the
results from Monte-Carlo simulations as described in the text, using a
K–S type test with significance level ↵ = 0.01 and power 1 � � = 0.99.
The curve is the fitted function in Eqs. (2) or (3).

rejecting H0 greater than 1 � � = 0.99). Changing any of these
assumptions would result in a di↵erent relation4 from the one
shown in Fig. 4. Nevertheless, this investigation already indi-
cates how far we can go in replacing spectroscopic resolution
and signal-to-noise ratios (i.e., small measurement errors) with
large-number statistics. In particular when we consider that real
data are never as clean, nor the expected abundance patterns as
simple as assumed here, our estimates must be regarded as lower
bounds to what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e↵ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant
e↵ects include deviations from local thermodynamic equilib-
rium (NLTE) and deviations from 1D geometry (Asplund 2005;
Heiter & Eriksson 2006). Additionally, systematic and random
errors in the stellar parameters will further decrease the accuracy
as well as the precision within a study.

An interesting example of the slow convergence of the de-
rived iron abundance in spite of increasing precision is given
in Gustafsson (2004), where he compares literature results for
the well studied metal-poor sub-giant HD 142083. Over time the
error-bars resulting from line-to-line scatter decreases thanks to

4 Experiments with unequally large populations in HA suggest that the
power of the test is not overly sensitive to this assumption, as long as
there is a fair number of stars from each population in the sample.
5 “Accuracy” refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di↵erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.
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K–S type test with significance level ↵ = 0.01 and power 1 � � = 0.99.
The curve is the fitted function in Eqs. (2) or (3).

rejecting H0 greater than 1 � � = 0.99). Changing any of these
assumptions would result in a di↵erent relation4 from the one
shown in Fig. 4. Nevertheless, this investigation already indi-
cates how far we can go in replacing spectroscopic resolution
and signal-to-noise ratios (i.e., small measurement errors) with
large-number statistics. In particular when we consider that real
data are never as clean, nor the expected abundance patterns as
simple as assumed here, our estimates must be regarded as lower
bounds to what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e↵ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant
e↵ects include deviations from local thermodynamic equilib-
rium (NLTE) and deviations from 1D geometry (Asplund 2005;
Heiter & Eriksson 2006). Additionally, systematic and random
errors in the stellar parameters will further decrease the accuracy
as well as the precision within a study.

An interesting example of the slow convergence of the de-
rived iron abundance in spite of increasing precision is given
in Gustafsson (2004), where he compares literature results for
the well studied metal-poor sub-giant HD 142083. Over time the
error-bars resulting from line-to-line scatter decreases thanks to

4 Experiments with unequally large populations in HA suggest that the
power of the test is not overly sensitive to this assumption, as long as
there is a fair number of stars from each population in the sample.
5 “Accuracy” refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di↵erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.
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Statistical 
mechanics

AMO physics

Abundance
Interpretation

Fluid dynamics

Uncertainties dominated by systematic errors in physics
We measure lines to ~1% (0.01 dex), but abundances have 

uncertainties of ~20%  (0.1 dex)

Observations can be interpreted in terms of 
stellar properties e.g. elemental abundances



Model of atmosphere

Modelling stellar spectra

+ radiative transfer

+ quantum (AMO) physics

Atom producing spectral line



Structure and interaction with radiation very 
important - collisions comparatively poorly known



The problem in modelling solar-type stars:
Effect of universe’s most common element has often been missing or 

poorly known!

NH : Ne : Np � 104 : 1 : 1

NH : Ne : Np � 106 : 1 : 1

present day

old stars

We try to solve this via theoretical calculations

Atom producing spectral line



Elastic processes: clear hydrogen most important, 
unless there is degeneracy  (e.g. H accidental 
degeneracy -> linear Stark) 

Inelastic processes: electrons important, but numbers 
mean hydrogen must be accounted for.

Tried to answer the question about importance of hydrogen 
collisions over the last 20 years

Two basic types



Elastic H impacts broaden spectral lines

Na D lines
Lindholm-Foley-

UnsöldAnstee,Barklem & 
O’Mara (ABO)



1940

1970

2000

Lindholm-Foley-
Unsöld

Brueckner, 
O’Mara

Anstee,Barklem & 
O’Mara (ABO)

Quantum theory

Computing

Symbolic 
Computing

100%

≈10%

t Δw

Development of line broadening theories for H 
impacts



Theory extended to H lines showed large 
changes in measured effective temperatures 

[Fe/H]=0 [Fe/H]=-2

~100 K ~300 K
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Fig. 7. H↵ line profiles observed in benchmark stars, compared to the best-fitting 3D non-LTE model when e↵ective temperature is taken as a
free parameter. The reference parameters Te↵ /lg g/[Fe/H] of each star are given in the legends. The continuum and line masks are shown as dark
and light vertical bands, respectively. The light shaded region indicates the e↵ect of adjusting the e↵ective temperature by ±100 K, where higher
e↵ective temperatures result in a weaker line and thus a higher normalised flux. Residuals between the 3D non-LTE model and the observations
are shown in the lower panel.

mark star, the basic masks were constructed by comparing two
sets of 1D LTE model spectra: one set containing all known
blends in the vicinity of the Balmer lines, and one set without
them. These model spectra were constructed on the adopted at-
mospheric parameters of the benchmark star (Table 1); for the
warm metal-poor benchmark stars HD 84937 and HD 140283,
the masks were based on the warm solar-metallicity benchmark
star Procyon with only minor adjustments, instead. Clean wave-
length regions were then identified using the criterion that the
di↵erence between the blended and unblended 1D LTE model
spectra corresponds to an e↵ect of less than 30 K. Following that,
these masks were refined by using the observed, high-resolution

KPNO spectrum of the Sun to identify and screen residual miss-
ing blends and telluric lines.

From these basic masks, continuum and line masks were
constructed based on the sensitivity of the 1D non-LTE and 3D
non-LTE model spectra to the e↵ective temperature. The contin-
uum masks were chosen so as to consider wavelength regions
where neither the 1D nor the 3D model spectra had signifi-
cant sensitivity to the e↵ective temperature. Conversely, the line
masks were chosen so as to consider wavelength regions where
both the 1D and the 3D model spectra had significant sensitivity
to the e↵ective temperature. Owing to the severe line blending
in the region surround H�, especially in the nearby CH G-band,
the continuum masks had to be placed closer to the line core.
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Amarsi++ (in prep.)

Agreement with observation is ~1% in 3D non-
LTE

unfortunately 1% -> ~100 K



• ABO theory “improves” all tested cases. 
• Agreement with astrophysical spectra and 

detailed calculations suggests error ~10% 
• Data for ~43000 lines in VALD 
• Freely available codes for H line opacities

Summary: Elastic collisions - spectral line 
broadening 



The introduction of the physics of atomic collision processes into the 
interpretation of astronomical phenomena took Astronomy beyond simple 
considerations of local thermodynamic equilibrium [i.e. non-LTE] into the 
discipline of Astrophysics. 
                                                             Dalgarno (2001) 

Inelastic collisions and non-LTE



Which inelastic collisions?

NH : Ne : Np � 104 : 1 : 1

NH : Ne : Np � 106 : 1 : 1

present day

old stars

Atom producing spectral line

Radiative-collisional modelling = non-LTE
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Steenbock & Holweger (1986) introduced the “Drawin” 
formula (modified classical Thomson) A&A 530, A94 (2011)

Fig. 3. Comparison of cross sections for the process Na(3s) + H →
Na(3p) + H. The dotted line shows the Drawin cross section and the
dashed line the Landau-Zener cross section. The full lines are two quan-
tum scattering calculations using different input quantum-chemical data
(MRDCI, which is largest near the threshold, and pseudopotential; see
Belyaev et al. 2010, for details). The circles show the experimental data
of Fleck et al. (1991); Belyaev et al. (1999) with 1σ error bars.

3. Comparison of results

Detailed quantum scattering calculations of cross sections, and
corresponding rate coefficients, have been done for excitation
processes between all states below the ionic limit for Li+H
(Belyaev & Barklem 2003; Barklem et al. 2003) and Na+H
(Belyaev et al. 2010; Barklem et al. 2010). Recently, calculations
for the three lowest states of Mg+H have also been performed
(Guitou et al. 2011). In this section we compare the results with
the predictions of the Drawin formula. This comparison will be
done on two levels. Firstly, comparison of the cross sections,
which best elucidates the physics. Secondly, comparison of the
rate coefficients, which is of most interest for astrophysical ap-
plications, and also allows us to focus on more general integrated
properties.

3.1. Cross sections

In this section we compare the Drawin cross sections with other
theoretical and experimental results. Note, since Steenbock &
Holweger (1984) give only a formula for the rate coefficient, and
due to above mentioned problems with Drawin’s derivation, the
Drawin cross section formula used here is taken from Lambert
(1993, Eqs. (A2) and (A8)). As shown there, these expressions
give a formula for the rate coefficient differing from that of
Steenbock & Holweger (1984) by only a factor of mA/(mA+mH),
which is of order unity.

Figure 3 compares cross sections at low energy for Na(3s) +
H → Na(3p) + H, the single case where experimental data is
available. We see that quantum scattering calculations and the
Landau-Zener model results agree quite well with experiment.
Near the threshold, where there is no experimental data, the
quantum scattering calculations show substantial differences de-
pending on which quantum-chemical data are used. This high-
lights the sensitivity of the near-threshold cross sections to the
uncertainties in the quantum-chemistry data, and gives an esti-
mate of the uncertainties in the calculated cross sections. In this
case the uncertainties seem to be around one or two orders of
magnitude. However, it should be noted that the uncertainties
vary strongly from transition to transition, and the transitions

Fig. 4. Comparison of quantum scattering cross sections for Li+H from
Belyaev & Barklem (2003) (full lines) with those of the Drawin formula
(dotted lines) for the 10 transitions between the 4 lowest states of Li.

with the largest cross sections have the smallest uncertainties, as
low as a factor of 2. Fortunately, these are the most important
from an astrophysical perspective (see discussion in Barklem
et al. 2010).

In Figs. 4 and 5, theoretical excitation cross sections for in-
elastic Li+H and Na+H collisions at low energy are compared
for a number of transitions. A major problem of the Drawin
formula is immediately evident here: it predicts zero cross sec-
tions for optically forbidden transitions (or cross sections much
smaller than those for optically allowed transitions if one uses
the very small f -values in some cases). The Drawin formula de-
pends on the absorption oscillator strength, while collisional pro-
cesses do not follow the same selection rules, and no such depen-
dence is seen in the quantum mechanical data. For the optically
allowed transitions the Drawin cross section is typically greater
than the quantum scattering results by several orders of mag-
nitude. The Drawin formula gives a reasonable description of
the cross section behaviour with collision energy in many cases,
though in a few, particularly among transitions involving excited
initial states, the quantum cross sections have a much flatter be-
haviour with collision energy.
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Experiment (Fleck++ 1991) 
Hannover

Full quantum scattering 
(Belyaev++ 2010)

Landau-Zener  
model

“Drawin”

Na(3s)+H-> Na(3p)+H



?

Classical impact  
leads to excitation or ionisation via 
energy transfer through Coulomb 

interactions

Quantum collision  
leads to quasi-molecule and possible 

rearrangement of electrons, which 
can lead to energy transfer

Physics: The classical picture is wrong!

and heavy particle collisions are 
fundamentally different to electron collisions



Inelastic processes due to H impact influence 
the state populations

X(nl) + H � X(n�l�) + H
X(nl) + H � X+ + H�

Electron transfer 

mechanism important



Inelastic processes due to H impact influence 
the state populations

X(nl) + H � X(n�l�) + H
X(nl) + H � X+ + H�

Electron transfer 

mechanism important



Li+H data: charge transfer processes important

Rate coefficients at 6000 K

Cha
rge

 tra
ns

fer

Transitions between 
intermediate excited states



Most	influence	in	old	
metal-poor	stars	(more	H) Influence	decreases	with	metallicity

• Charge transfer is the dominant process for Li and Na
• Abundances overestimated by as much as 60% (0.2 dex) 
if not included

mean	

max

60%

25%

Charge transfer processes change interpreted 
abundances

~time

Data from Lind++ (2009)
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Transitions between 
intermediate excited states
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O+H data
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Transitions between 
intermediate excited states

Fe+H data



Error estimates -> “Fluctuations”
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Quantum mechanical processes are important 
in going from ~20% to ~1%

Together with collaborators have shown the importance 
of quantum mechanical processes such as: 

• charge transfer via tunnelling 
• spin transfer via exchange interaction 

in the accurate interpretation of stellar spectra. 

And developed methods to do such calculations at the 
levels of accuracy and completeness needed for 
astrophysics (?).



Testing via astrophysics: comparing models 
with observations 

• Standard stars - but still limited by f-values, 
and other factors 

• SST - centre to limb variation of spectral lines

Pereira++(2009)



Testing via experiment: probing electron transfer 
reactions at the atomic levelProbing Electron- and Mass-Transfer 

Reactions on the Atomic Level

Double ElectroStatic Ion Ring ExpEriment 
(DESIREE) in Stockholm

• low-energy 
• quantum-state resolved



A&A 530, A45 (2011)

4571 Å line, and all this suggests that too much energy is now be-
ing deposited in the oxygen zones. The Na I recombination lines
at 5890, 5896 Å, and 6160 Å from the O/Ne/Mg zone become
overproduced as well. The 5890, 5896 Å doublet, which was al-
ready too strong without leakage, is now a factor ∼4 too strong.

For the rest of the spectrum, the two models produce sur-
prisingly similar spectra. Because fluorescence makes impor-
tant contributions at almost all wavelengths, turning off the iron
emission lines from the Fe/He zone typically lowers the line
fluxes by no more than a factor of about two. An example of
this situation is the 5000–5500 Å range. The iron lines with the
smallest contamination by fluorescence in the UV/optical are the
lines at 3270 Å, 3490 Å, 5012 Å, and 5159 Å, and 5697 Å. All
of these lines seem somewhat better reproduced in the leakage
model.

Because the flux calibration in the NIR is uncertain (Sect. 3),
we refrain from comparing the models in this range. All in all,
we think the on-the-spot model produces a spectrum that bet-
ter agrees with the observations, although the uncertainties men-
tioned above prohibit a definitive ruling out of the leakage sce-
nario. The average χ2-value (per spectral bin) is about twice as
high in the leakage model as in the on-the-spot model.

4.6. Fragmentation level

The fragmentation level, Ncl, is a proxy for the hydrodynami-
cal mixing. This parameter determines the length of the paths
that the photons travel in their parent zone before they have the
chance to enter the other core zones. A high fragmentation level,
implying quick exposure to other zones, will lead to a higher
degree of radiative energy exchange between the zones. If one
were able to constrain this parameter it would be very useful for
evaluating multi-dimensional explosion models.

To check the sensitivity of the spectrum to this parameter,
we compared spectra for models using Ncl = 10 and Ncl = 105.
The results were very similar, and we therefore conclude that
the fragmentation parameter has no significant influence on the
spectrum at this epoch. One possible explanation for this is that
few line optical depths can be expected to be close enough to
unity that an abundance change (by switching zones) between a
high value in the zones where the element is synthesized to the
(low) primordial values where it is not, will make any difference.
Another could be that few of the line absorptions occur before
the photon has exited its parent zone, even in the low fragmen-
tation limit. Finally, a significant part of the line transfer occurs
in the envelope, where there is no mixing in the model.

4.7. Effects of charge transfer

Finally, the uncertainty in many of the charge transfer rates
prompted us to examine the influence of these reactions on the
spectrum. It is also interesting to see how important these reac-
tions are for supernova spectra in general. We recomputed our
standard model (M(44Ti) = 1.5 × 10−4 M⊙, τd = 1, and on-
the-spot positron deposition) with all charge transfer reactions
switched off. The resulting spectrum is compared to the standard
one in Fig. 9.

The total flux in the 2000–8000 Å range changes by only
a few percent, so charge transfer should not affect our conclu-
sions regarding the 44Ti mass. Several lines differ significantly
between the two models though. The [O I] λλ6300, 6364 dou-
blet is weakened for reasons discussed in Sect. 4.2.4, and the
Fe I lines now dominate the doublet. At the same time, the

Fig. 9. The standard model (upper, black) compared to a model with all
charge transfer reactions switched off (lower, black). Observed spec-
trum in red.

O I λ7775 recombination line, which is not observed, emerges
in the model. This suggests that the oxygen ions are indeed neu-
tralized by charge transfer reactions, as in our standard model.

The important Ca I lines (4226 Å and 6572 Å) do not de-
crease by much, which shows that charge transfer is not critical
for them. Ca I is significantly ionized by the internal radia-
tion field, and so emits strong recombination lines even without
charge transfer.

The Na I λ5896 emission is reduced somewhat, but is still
too strong. Just as with Ca I, Na I is significantly ionized by the
internal radiation field, and consequently strong recombination
emission still occurs. An important conclusion is therefore that
the emission lines from elements with low ionization thresholds
are is not very sensitive to the charge transfer, because low ion-
ization thresholds also correlate with high radiative ionization
rates.

For many lines, it is not possible to directly say why they
change. The “picket fence” of absorption lines changes as the
ionization balance changes, which opens some wavelength win-
dows and closes others. Consider, for example, the Fe I emission
line at ∼2990 Å. This emission line is still there in the model
without charge transfer, but now a Ni I absorption line has be-
come optically thick that absorbs it. The UV spectrum is actu-
ally somewhat better reproduced in the model without charge
transfer, which may indicate that we overestimate some of our
adopted rates. Unknown charge transfer rates clearly constitute
one of the main obstacles to accurate supernova spectral mod-
eling today, and more calculations and measurements of these
would be highly desirable.

5. Discussion

Although most of the optical and infrared emission escapes
freely in the nebular phase of supernovae, the UV emission
does not. The freeze-out energy in the envelope, as well as non-
thermal excitations and ionizations in the core, produce strong
UV emission that is significantly absorbed by atomic lines and
emerges by fluorescence at longer wavelengths. By this process,
the emerging flux in the optical and NIR is enhanced by ∼10%
and ∼30% compared to a purely nebular spectrum at the epoch
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Jerkstrand++ (2011)

Beyond stars: Supernova ejecta have similar 
conditions



Beyond stars: Supernova ejecta have similar 
conditionsA&A proofs: manuscript no. mg+e_astro

Fig. 6. Abundance corrections for the 457 nm line using four atmo-
spheric models and four model atoms di↵ering only in the electron col-
lisional data used. The parameters of the atmospheric models are shown
in the bottom left of each panel in the format Te↵ /log g/[Fe/H]. The M88
model atom (solid line) includes data from Mauas et al. (1988), the
RMPS model is the model “F” used in Osorio et al. (2015) (dashed line),
the CCC model uses the CCC data presented in this work (dot-dashed
line) and the BSR model uses the BSR data presented here (triple-dot-
dashed line). The shaded region shows the expected values of A(Mg)
for a typical star of the given metallicity. The black points show the
calculated points.

larger than those using BSR or CCC. This stems from the fact
that the rate for this transition at temperatures of order 5000 K
is roughly a factor of two smaller in the RMPS calculations of
Osorio et al. than in the CCC and BSR datasets. Thus, the new
data provide an important improvement to the results of Osorio
et al. (2015) and Osorio & Barklem (2016) for this line in giant
stars. We note that the oscillator strength for this line has recently
been calculated by Rhodin et al. (2017), with log g f increasing
by more than 0.2 dex (60 %) compared to the value from NIST
(Kramida et al. 2016) used in those works. A broader and more
detailed study including both of these improvements, and com-
parison with standard stars should be performed, and this will be
the subject of future work.

4.2. Supernovae ejecta

Accurate thermal collision strengths are critical for modelling of
the Mg i 457 nm intercombination line in supernovae ejecta in
the emission line phase (t >⇠ 100 days post explosion). Although
the neutral fraction is quite low in typical models, ⇠ 10�3 for Mg,
the 457 nm line can still be an important coolant. The electron
densities are generally below the critical density, so the line is
formed in non-LTE, with a strength directly proportional to the
collision strength.

Figure 7 compares model spectra of a stripped-envelope su-
pernova from a MZAMS = 13M� star (Jerkstrand et al. 2015),
computed with the M88 collision strengths and the values calcu-
lated here. At the Mg zone temperature in the model (T⇠3200K),
the CCC/BSR collision strengths calculated here are about a fac-
tor two higher than in M88. This translates in this model to a fac-
tor 1.5 brighter Mg i 457 nm line, as there is also some contribu-
tion due to recombination. Depending on the model and epoch,
the line can change by both more or less, sometimes up to the
full factor of two di↵erence. This model improvement translates
directly to new (lower) estimates of the magnesium mass in the
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Fig. 7. Model spectra for a supernova from a MZAMS = 13M� star show-
ing the Mg i 457 nm line computed with electron collisions data from
M88 (full red line) and with the CCC/BSR data from this work (dashed
blue line).

ejecta. It alleviates the discrepancy where the 457 nm line in
typical models with Mg/O ratios close to solar tended to be too
weak compared to observations (Jerkstrand et al. 2015).

5. Conclusions

The agreement between the CCC and BSR results suggests that
the e↵ective collision strengths from these methods, and thus
the rate coe�cients, are reliable in most cases to better than
30%. Comparison with the data from M88 suggests those data
are only reliable within a factor of 6 or so. Thus, the modern
close-coupling results are to be strongly preferred for non-LTE
modelling. In particular, it is found that the collision strength for
the transition corresponding to the Mg i 457 nm line is signif-
icantly underestimated. The improved data provided here leads
to important changes in predictions of the Mg i 457 nm line in
non-LTE line formation models of late-type stellar atmospheres
and for supernovae ejecta.
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Improved collision data 

Old collision data 

Changes inferred amount of Mg produced by supernova by 50%

Barklem++ (2017)
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Figure 4 | Models demonstrating how kilonova spectral features probe 
the abundance of individual r-process elements. The spectral peaks in 
the models are due to blends of many lines, primarily those of the complex 
lanthanides species. The default model shown (parameters M =  0.04M⊙, 
vk =  0.15c, Xlan =  10−1.5) uses a solar distribution of lanthanides, and has 
spectral peaks near 1.1 µ m, 1.5 µ m and 2.0 µ m (marked with dashed lines). 

These features are mainly attributable to neodymium (Z =  60) given that 
reducing or removing this species changes the feature locations. However, 
other lanthanides such as cerium (Z =  58) also affect the blended peaks. 
Uncertainties in the current atomic line data sources limit hinder spectral 
analysis, but with improved atomic inputs a more detailed compositional 
breakdown is within reach.
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Beyond stars: Kilonova ejecta also have similar 
conditions



Concluding remarks

• To get the most out of current and future surveys (e.g. 
4MOST) a lot can be gained by small increases in 
accuracy 

• Quantum effects such as electron tunnelling and spin 
exchange are important in going to high accuracy 
abundances 

• Providing error estimates (“fluctuations”) is important 
• Many similarities in data needed for supernova and 

kilonova ejecta modelling to stellar atmospheres 
• Combination of theory, experiment and observation 

crucial to progress



“Opacity/Iron project”
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“???? project”

And extend to other 
heavy particles…

Future?



Thank you!


