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 inventory of Galactic disc component
 stellar disc

 thin disc (80% of mass): stars of all ages 0-12Gyr
 thick disc (5% of mass): older stars with lower metallicity

 interstellar medium (ISM)
 gas (15% of mass): hot, warm, and cool component (atomic and 

molecular)
 dust (<1% of gas mass): well mixed with the cool gas
 cosmic rays: relativistic particles
magnetic fields: frozen to the gas (field lines are co-moving with 

the gas); energy density comparable to the kinetic energy of gas



Abundances, scaled to 1.000.000 H atoms
element   atomic number   abundance
hydrogen       H     1            1.000.000
deuterium      1H2    1                       16  
helium           He    2                 68.000
carbon           C     6                      420
nitrogen        N      7                        90
oxygen         O      8                      700
neon            Ne    10                     100
sodium         Na    11                        2
magnesium  Mg   12                       40
aluminium    Al     13                        3
silicium        Si     14                       38                            
sulfur            S     16                       20
calcium        Ca    20                        2
iron              Fe    26                       34
nickel           Ni    28                         2

Interstellar Matter: ISM

hydrogen is by far the most 
abundant element (more than 
90% in number). 

Taurus



Because hydrogen is the dominating element, the classification scheme is based 
on its chemical state:

ionized atomic hydrogeN HII (H+)
neutraler atomic hydrogen  HI (H)
molecular hydrogen               H2 

different regions consist of almost 100% of the appropriate phase, the transition 
regions between HII, H and H2 are very thin. 

star formation always takes place in dense and cold molecular clouds.

Phases of the ISM

dissociation
ionization



HII HI H2

A V

Phases of the ISM

AV denotes the extinction, the attenuation of radiation due to 
absorption (mostly on dust grains)density / column density increases



Life-cycle of ISM



Ralf Klessen: ISM lecture 25.09.2000
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Orion Nebula Cluster (ESO, VLT, 
M. McCaughrean) 



• stars form in molecular clouds

• stars form in clusters

• stars form on ~ dynamical time

• (protostellar) feedback is very 
important

Orion Nebula Cluster (ESO, VLT, M. McCaughrean) 



Ionizing radiation from central star Θ1C Orionis 

• strong feedback: UV radiation 
from Θ1C Orionis affects star 
formation on all cluster scales

Trapezium stars in the center of the ONC (HST, Johnstone et al. 1998)



Pleiades (DSS, Palomar Observatory Sky Survey)

eventually, clusters like the ONC 
(1 Myr) will evolve into clusters 
like the Pleiades (100 Myr)
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     study more closely    



what drives ISM turbulence?

seems to be driven on large scales, little 
difference between star-forming and non-SF 
clouds
---> rules out internal sources 
proposals in the literature

supernovae
expanding HII regions / stellar winds / outflows
spiral density waves
magneto-rotational instability
more recent idea: accretion onto disk



what drives ISM turbulence?

some energetic arguments...

energy decay by turbulent dissipation:

decay timescale:

 (from Mac Low & Klessen, 2004)

 (Mac Low et al. 1999)



what drives ISM turbulence?

magneto-rotational instability:

gravitational instability (spiral waves)

 (from Mac Low & Klessen, 2004)

 (from Piotek & Ostriker 2005)
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what drives ISM turbulence?

protostellar outflows expanding HII regions

 (from Mac Low & Klessen, 2004)

 (Li & Nakamura 2006, Wang et al. 2010 vs. 
  Banerjee et al. 2008)

 (note: different numbers by Matzner 2002)



what drives ISM turbulence?

supernovae

 (from Mac Low & Klessen, 2004)

(distribution of temperature in SN driven disk turbulence, by
de Avillez & Breitschwerdt 2004)

in star-forming parts of the disk,
clearly SN provide enough energy
to compensate for the decay of 
ISM turbulence.
BUT: what is outside the disk?



accretion driven turbulence

 yet another thought:
astrophysical objects form by accretion of ambient 
material
the kinetic energy associated with this process is a 
key agent driving internal turbulence.
this works on ALL scales:
● galaxies
● molecular clouds
● protostellar accretion disks

Klessen & Hennebelle (2010, A&A)



concept
turbulence decays on a crossing time
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(Field et al.. 2008, MNRAS, 385, 181, Mac Low & Klessen 2004, RMP, 76, 125)
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application to galaxies

underlying assumption
galaxy is in steady state
---> accretion rate equals star formation rate
what is the required efficiency for the 
method to work?

study Milky Way and 11 THINGS 
excellent observational data in HI:
velocity dispersion, column density, rotation curve



11 THINGS galaxies



some further thoughts

method works for Milky Way type galaxies:
required efficiencies are ~1% only!

relevant for outer disks (extended HI disks)
there are not other sources of turbulence (certainly 
not stellar sources, maybe MRI)

works well for molecular clouds 
example clouds in the LMC (Fukui et al.)

potentially interesting for TTS
model reproduces dM/dt - M relation (e.g Natta et al. 2006, 
Muzerolle et al. 2005, Muhanty et al. 2005, Calvet et al. 2004, etc.) 



molecular cloud 

formation



molecular cloud formation

star formation on galactic scales 
 requires understanding of 
    formation of molecular clouds
questions

where and when do molecular clouds form?
what are their properties?
how do stars form in their interior?
global correlations?  Schmidt law



molecular cloud formation

(Deul & van der Hulst 1987, Blitz et al. 2004)

Thesis:

Molecular clouds form 
at stagnation points of 
large-scale 
convergent flows, 
mostly triggered by 
global (or external) 
perturbations.



correlation with large-scale perturbations

density/temperature 
fluctuations in warm atomar 
ISM are caused by thermal/
gravitational instability and/
or supersonic turbulence

some fluctuations are dense 
enough to form H2 within 
“reasonable time”
 molecular cloud

external perturbuations (i.e. 
potential changes) increase 
likelihood
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star formation on global scales

probability distribution 
function of the density 
(ρ-pdf)

mass weighted ρ-pdf, each shifted by Δlog N = 1

varying rms Mach 
numbers:

M1 > M2 > 
M3 > M4 > 0

(from Klessen, 2001; also Gazol et al. 2005, Krumholz & McKee 2005, Glover & Mac Low 2007ab)



star formation on global scales

H2 formation rate:

mass weighted ρ-pdf, each shifted by Δlog N = 1
(rate from Hollenback, Werner, & Salpeter 1971)

3
H

H cm1/
Gyr1.

2 −
≈
n
5

τ

for nH ≥ 100 cm-3, H2 forms 
within 10 Myr, this is about 
the lifetime of typical MC’s.

in turbulent gas, the H2 
fraction can become 
very high on short 
timescale
(for models with coupling 
between cloud dynamics and 
time-dependent chemistry, see 
Glover & Mac Low 2007a,b)



star formation on global scales

BUT: it doesn’t work 
(at least not so easy):

Chemistry has a 
memory effect!

H2 forms more quickly 
in high-density regions 
as it gets destroyed in 
low-density parts.

mass weighted ρ-pdf, each shifted by Δlog N = 1
(rate from Hollenback, Werner, & Salpeter 1971)

(for models with coupling 
between cloud dynamics and 
time-dependent chemistry, see 
Glover & Mac Low 2007a,b)



SFR estimates from the PDF

2 Federrath & Klessen

2011) regulate star formation. In this picture, turbulent
energy stabilizes the clouds on large scales, but at the
same time, supersonic turbulence induces local compres-
sions, producing filaments and cores, which are the pro-
genitors of stars. Eventually, both turbulence and mag-
netic fields play their parts; the only question is: which
one is the dominant controlling factor of star formation?
The aim of this paper is to advance our understanding

of the relevant physical processes and their parameters
controlling the conversion of dense gas into stars, and to
explain the observed variations of the SFR column den-
sity. We develop and compare six predictive theories —
the original Krumholz & McKee (KM), Padoan & Nord-
lund (PN), and Hennebelle & Chabrier (HC) theories,
and multi-freefall versions of theses three —, which are
all based on integrals over the turbulent density proba-
bility distribution function (PDF), explained in detail in
the next section. We extend the KM and HC theories, as
well as all the multi-freefall theories to include magnetic
fields. We evaluate the relative importance of turbulence,
its forcing characteristics, and magnetic fields in control-
ling the SFR and show that the SFR depends on four
basic parameters:

1. virial parameter ↵vir = 2Ekin/|Egrav|,

2. sonic Mach number M = �

V

/cs,

3. turbulent forcing parameter b, with purely
solenoidal (divergence-free) forcing parametrized
by b = 1/3, mixed forcing by b = 0.4 and purely
compressive (curl-free) forcing by b = 1, and

4. the ratio of thermal to magnetic pressure � =
2M2

A/M2 with the Alfvén Mach number MA.

We test all six theories with numerical simulations of
supersonic, magnetized turbulence including self-gravity
and sink particles to capture dense, collapsing, star-
forming gas. We find that the multi-freefall KM and PN
models including magnetic fields provide the best fits to
our numerical simulations with typical uncertainties of
less than a factor of two. This is an encouraging agree-
ment, given that the SFR varies by two orders of mag-
nitude in the simulations, depending on the four basic
cloud parameters listed above.
Comparing our numerical experiments with SFRs mea-

sured in Galactic star-forming regions, we find that for
typical star formation e�ciencies of SFE = 1–10%, the
best-fit local e�ciencies due to radiative and mechanical
feedback from jets, winds, expanding shells or outflows
driven by young stellar objects is ✏ = 0.3–0.7 with a best-
fit value of ✏ ⇡ 0.5 for SFE = 3%. This suggests that a
fraction ✏ ⇡ 0.3–0.7 of all the in-falling gas onto a typi-
cal protostellar core is accreted by the protostar, while a
fraction (1� ✏) ⇡ 0.3–0.7 is re-injected into the interstel-
lar medium by jets, winds, and outflows. We find good
agreement between the numerical simulations and Galac-
tic observations, suggesting that the observed variations
in ⌃SFR with ⌃gas are a result of di↵erent combinations
of the four basic parameters controlling the SFR: ↵vir,
M, b, and �, as listed above. Since molecular clouds are
often characterized by virial parameters of order unity,
we conclude that the degree of compression induced by
the turbulent forcing and sonic Mach number have the

strongest influence on the SFR, causing variations by
more than an order of magnitude, while magnetic fields
can account for reductions of the SFR by a factor of two.
In Section 2, we introduce and discuss six analytic

theories for the SFR, based on the turbulent density
PDF, derive and discuss their dependencies, add mag-
netic fields to the theories that did not include magnetic-
field e↵ects in previous derivations, and compare them
with each other in detail. We then test the analytic
theories with numerical simulations of supersonic, mag-
netized turbulence, by varying the sonic Mach number
(M = 3–50), the forcing of the turbulence (solenoidal,
mixed, compressive), and the magnetic field strength
(yielding Alfvén Mach numbers MA = 1.3–1) to cover
a comprehensive range of cloud parameters. The simu-
lation methods and setups are explained in Section 3.
A detailed time-evolution analysis of column density,
magnetic-field morphology, and fragmentation properties
is presented in Section 4. In Section 5, we compare the
SFRs measured in the MHD simulations with the six
theoretical models, and determine the best-fit theory pa-
rameters that are universally applicable and fit all our
simulations simultaneously. Section 6 presents a com-
parison of SFR column densities in the simulations with
observations of Galactic clouds. We discuss limitations
of the theoretical and numerical models, as well as limi-
tations in the comparison with observations in Section 7.
Finally, we list our conclusions and summarize the most
important results in Section 8. Here, we study the SFR
in detail, while In Paper II (Federrath & Klessen 2012),
we concentrate on the star formation e�ciency (SFE).

2. THE STAR FORMATION RATE FROM THE STATISTICS
OF SUPERSONIC MAGNETIZED TURBULENCE

2.1. The density PDF

The probability density function (PDF) of the gas den-
sity in a turbulent medium — such as a molecular cloud
— is the key ingredient for analytic models of star for-
mation. A log-normal density PDF has been used to
explain the mass distribution of cores and stars, the core
mass function (CMF) and the stellar initial mass function
(IMF) (Padoan & Nordlund 2002; Hennebelle & Chabrier
2008, 2009; Elmegreen 2011; Veltchev et al. 2011; Donkov
et al. 2012; Parravano et al. 2012; Hopkins 2012), the
Kennicutt-Schmidt relation (Krumholz & McKee 2005;
Tassis 2007), the star formation e�ciency (Elmegreen
2008), and the star formation rate (Krumholz & McKee
2005; Padoan & Nordlund 2011; Hennebelle & Chabrier
2011). Here we concentrate on the star formation rate
(SFR) and derive its basic dependencies.
The log-normal PDF of the gas density is defined as,
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strongest influence on the SFR, causing variations by
more than an order of magnitude, while magnetic fields
can account for reductions of the SFR by a factor of two.
In Section 2, we introduce and discuss six analytic

theories for the SFR, based on the turbulent density
PDF, derive and discuss their dependencies, add mag-
netic fields to the theories that did not include magnetic-
field e↵ects in previous derivations, and compare them
with each other in detail. We then test the analytic
theories with numerical simulations of supersonic, mag-
netized turbulence, by varying the sonic Mach number
(M = 3–50), the forcing of the turbulence (solenoidal,
mixed, compressive), and the magnetic field strength
(yielding Alfvén Mach numbers MA = 1.3–1) to cover
a comprehensive range of cloud parameters. The simu-
lation methods and setups are explained in Section 3.
A detailed time-evolution analysis of column density,
magnetic-field morphology, and fragmentation properties
is presented in Section 4. In Section 5, we compare the
SFRs measured in the MHD simulations with the six
theoretical models, and determine the best-fit theory pa-
rameters that are universally applicable and fit all our
simulations simultaneously. Section 6 presents a com-
parison of SFR column densities in the simulations with
observations of Galactic clouds. We discuss limitations
of the theoretical and numerical models, as well as limi-
tations in the comparison with observations in Section 7.
Finally, we list our conclusions and summarize the most
important results in Section 8. Here, we study the SFR
in detail, while In Paper II (Federrath & Klessen 2012),
we concentrate on the star formation e�ciency (SFE).

2. THE STAR FORMATION RATE FROM THE STATISTICS
OF SUPERSONIC MAGNETIZED TURBULENCE

2.1. The density PDF

The probability density function (PDF) of the gas den-
sity in a turbulent medium — such as a molecular cloud
— is the key ingredient for analytic models of star for-
mation. A log-normal density PDF has been used to
explain the mass distribution of cores and stars, the core
mass function (CMF) and the stellar initial mass function
(IMF) (Padoan & Nordlund 2002; Hennebelle & Chabrier
2008, 2009; Elmegreen 2011; Veltchev et al. 2011; Donkov
et al. 2012; Parravano et al. 2012; Hopkins 2012), the
Kennicutt-Schmidt relation (Krumholz & McKee 2005;
Tassis 2007), the star formation e�ciency (Elmegreen
2008), and the star formation rate (Krumholz & McKee
2005; Padoan & Nordlund 2011; Hennebelle & Chabrier
2011). Here we concentrate on the star formation rate
(SFR) and derive its basic dependencies.
The log-normal PDF of the gas density is defined as,
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s

exp
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2�2
s

◆
, (1)

expressed in terms of the logarithmic density,

s ⌘ ln (⇢/⇢0) . (2)

The PDF is a normal (Gaussian) distribution in s, mean-
ing it is a log-normal distribution in ⇢. The quantities
⇢0 and s0 denote the mean density and mean logarith-
mic density, the latter of which is related to the standard
deviation �

s

by

s0 = �1

2
�

2
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log density PDF:
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relation between mean density and turbulent Mach number M and magnetic field strength β:
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due to the normalization and mass-conservation con-
straints of the PDF (Vázquez-Semadeni 1994; Federrath
et al. 2008b). The reason to use s instead of ⇢ in the
context of the density PDF, is that s is dimensionless,
and that the PDF of s is Gaussian unlike the PDF of ⇢.
This is because the distribution of ⇢ is generated by a
multiplicative process in which shocks are amplified by
other shocks as they collide and interact in isothermal
supersonic turbulence, with the local Mach number be-
ing independent of the local density (Vázquez-Semadeni
1994; Passot & Vázquez-Semadeni 1998; Kritsuk et al.
2007; Federrath et al. 2010b). Since s / ln(⇢) as defined
in Equation (2), this multiplicative process in ⇢ turns into
an additive process in s. Following the central limit the-
orem, a large sum of random variables produces a Gaus-
sian distribution, and thus only p

s

is Gaussian, while p

⇢

is not. However, p
s

can be easily transformed into p

⇢

,
because p

s

ds = p

⇢

d⇢, and thus p

⇢

= p

s

/⇢ (Li et al.
2003). We will omit the index s in p

s

in the following
and simply use p(s) for the PDF given by Equation (1).
As soon as significant collapse sets in, the density PDF

develops a power-law tail at high densities (e.g., Klessen
2000; Kainulainen et al. 2009), which is discussed in more
detail in Section 7.1.1 below, and in Paper II (Federrath
& Klessen 2012).

2.2. The standard deviation of density fluctuations in
supersonic, magnetized turbulence

The standard deviation �

s

in Equation (1), which is
a measure of how much the density varies in a turbu-
lent medium, depends on 1) the amount of compres-
sion induced by the turbulent forcing mechanism, 2)
the Mach number, and 3) the degree of magnetization.
First, the turbulent energy injection mechanism deter-
mines the amount of compression induced directly by
driving turbulence in the interstellar medium (ISM). Var-
ious turbulent driving mechanisms have been discussed
and compared in Mac Low & Klessen (2004). For in-
stance, expanding supernova shells (Balsara et al. 2004;
de Avillez & Breitschwerdt 2005; Tamburro et al. 2009)
or growing HII regions around massive stars and clusters
of stars (McKee 1989; Krumholz et al. 2006; Gritschneder
et al. 2009; Peters et al. 2010; Goldbaum et al. 2011), as
well as compression of ISM gas in galactic spiral shocks
(Elmegreen 2009) and gravitational contraction (Hoyle
1953; Vazquez-Semadeni et al. 1998; Klessen & Hen-
nebelle 2010; Elmegreen & Burkert 2010; Federrath et al.
2011c) are likely exciting a considerable amount of com-
pressible modes that will directly lead to compression,
and thus to higher density contrasts on molecular cloud
scales in the ISM, while galactic rotation and magneto-
rotational instabilities (e.g., Piontek & Ostriker 2004,
2007) are likely producing more solenoidal modes. Sec-
ond, higher Mach numbers M lead to stronger shocks
and thus to higher density contrasts. For instance,
the density jump in a non-magnetized, isothermal shock
is proportional to M2. Finally, higher magnetization
dampens density fluctuations as magnetic fields act like
a cushion due to the additional magnetic pressure (Os-
triker et al. 2001; Price et al. 2011).
The actual dependence of turbulent density fluctua-

tions �

s

on the three parameters above (forcing, Mach
number, and magnetic field) can be derived from the
shock jump conditions of an individual magnetohydro-

dynamic (MHD) shock, and then averaged over a whole
ensemble of such shocks (Padoan & Nordlund 2011).
Molina et al. (2012) provide a rigorous derivation of �

s

for di↵erent correlations of the magnetic field with den-
sity. They distinguish three cases, B / ⇢

0, B / ⇢

1/2,
and B / ⇢

1. For the intermediate case, Molina et al.
(2012) derive

�

2
s

= ln
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1 + b

2M2 �

� + 1

◆
, (4)

which is the similar to the relation derived in Padoan &
Nordlund (2011), except for the factor b2, explained be-
low, and except for the definition of �, for which Padoan
& Nordlund (2011) only take post-shock gas into account
(see the more extended discussion on this issue in Sec-
tion 2.4.2). The case B / ⇢

1 is similar to the interme-
diate case, but is a rather extreme MHD case, because
magnetic field lines are assumed to be oriented only per-
pendicular to the flow direction. So is the other extreme
case, in which the magnetic field is assumed to be parallel
to the flow, yielding B / ⇢

0. In the more realistic case of
turbulent flows, field lines become tangled, and the B–⇢
correlation is a combination of compression of field lines
and turbulent dynamo amplification (Schleicher et al.
2010; Sur et al. 2010; Federrath et al. 2011c; Turk et al.
2012; Schober et al. 2012). In a three-dimensional system
with a random distribution of flow velocities and mag-
netic field orientations, B / ⇢

1/2 provides a reasonable
intermediate dependence. We will thus only consider
B / ⇢

1/2 here, which is favored by simulations (Padoan
& Nordlund 1999; Collins et al. 2011; Molina et al. 2012),
and also close to what is suggested from observations
of magnetic fields in molecular clouds (Crutcher et al.
2010)3.
In the case of B / ⇢

0, i.e., for no density correla-
tion of the magnetic field, Equation (4) reduces to the
well-known and frequently-used hydrodynamic expres-
sion, �

2
s

= ln
�
1 + b

2M2
�
with � ! 1 (e.g., Padoan

et al. 1997; Passot & Vázquez-Semadeni 1998; Ostriker
et al. 2001; Lemaster & Stone 2008; Federrath et al.
2008b; Price et al. 2011) as a necessary condition in the
purely hydrodynamic limit. The parameters b, M, and
� in Equation (4) are the turbulent forcing parameter,
the RMS sonic Mach number, and the ratio of thermal to
magnetic pressure, plasma � = Pth/Pmag. Using the defi-
nitions of the thermal pressure for an isothermal equation
of state Pth = ⇢c

2
s , magnetic pressure Pmag = B

2
/(8⇡),

Alfvén velocity v

2
A = B

2
/(4⇡⇢), sonic and Alfvén Mach

numbers, M = �

V

/cs and MA = �

V

/vA, the plasma
beta can be expressed as � = 2c2s/v

2
A = 2M2

A/M2.
These are all dimensionless numbers, rendering them
particularly useful, because they determine the basic
properties of turbulent plasmas and can thus be com-
pared directly for any such system. Equation (4) can
thus also be written as

�

2
s

= ln

✓
1 + b

2M2 2M2
A

M2 + 2M2
A

◆
. (5)

3 The observationally determined exponent of the B–⇢ corre-
lation is quite uncertain. Crutcher (1999) find B / ⇢0.47, while
Crutcher et al. (2010) find B / ⇢0 below gas densities of 300 cm�3,
and B / ⇢0.65 above. For simplicity, we adopt Equation (4), de-
rived for the intermediate case, B / ⇢1/2.

e.g. Padoan & Nordlund 2002, Krumholz & McKee 2005, Hennebelle & Chabrier 2009, Federrath & Klessen 2012, Molina et al. 2012
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The forcing parameter b was shown to vary smoothly
between b ⇡ 1/3 for purely solenoidal (divergence-free)
forcing, and b ⇡ 1 for purely compressive (curly-free)
forcing of the turbulence (Federrath et al. 2008b; Schmidt
et al. 2009; Federrath et al. 2010b; Seifried et al. 2011b;
Micic et al. 2012; Konstandin et al. 2012a). A stochas-
tic mixture of forcing modes in three-dimensional space
leads to b ⇡ 0.4 (see figure 8 in Federrath et al. 2010b).
Using numerical simulations, Molina et al. (2012)

found that Equations (4) and (5) work well in the regime
MA & 2, while for MA . 2, the assumption of isotropy
entering the analytic derivation of (4) and (5) breaks
down, so we only apply them in the super-Alfvénic
regime in all the following.

2.3. Basics of the SFR derivation

Here we present an analytic derivation of the star
formation rate (SFR) from the statistics of supersonic,
isothermal, magnetized turbulence. The main ingredient
for this analytic derivation is an integral over the density
PDF, Equation (1), in order to estimate the gas mass
above a given density threshold, contributing to star for-
mation. We will compare di↵erent ways of estimating the
density threshold, which is the main di↵erence between
the three most successful, existing analytic models for
the SFR (Krumholz & McKee 2005; Padoan & Nordlund
2011; Hennebelle & Chabrier 2011). We will express all
quantities in terms of dimensionless numbers, in order
to simplify the derivation and to make it more general.
We follow the standard terminology and use the Star
Formation Rate per Freefall Time (SFR↵), as coined by
Krumholz & McKee (2005), which is the mass fraction
going into stars per time, where the time is expressed in
units of the mean freefall time.
The SFR in units ofM�/yr can be computed by scaling

SFR↵ with the real cloud mass Mc and the actual freefall
time evaluated at the mean density of the cloud, t↵(⇢0):

SFR ⌘ Mc

t↵(⇢0)
SFR↵ . (6)

Note that this definition of SFR↵ is di↵erent from the
definition used in Krumholz & Tan (2007) and Krumholz
et al. (2012), who use freefall times estimated at di↵er-
ent densities and/or use a definition based on column
densities, such that the values of SFR↵ quoted in those
studies and the ones computed here can not be directly
compared. For instance, given an SFR for fixed M

c

, the
dimensionless value of SFR↵ would be much smaller, if
the freefall time at a high-density tracer was used rather
than the freefall time at the mean density of the cloud,
because t↵(⇢ > ⇢0) is shorter than t↵(⇢0).
The basic idea for an analytic model of SFR↵ is to

integrate the log-normal density PDF, Equation (1),
weighted by ⇢/⇢0 to get the mass fraction of gas with
density above a critical density scrit (to be determined
below in Section 2.4), and weighted by a freefall-time
factor to construct a dimensionless mass rate:

SFR↵ =
✏

�

t

Z 1

scrit

t↵(⇢0)

t↵(⇢)

⇢

⇢0
p(s) ds . (7)

Note that the factor t↵(⇢0)/t↵(⇢) appears inside the in-
tegral, because gas with di↵erent densities has di↵erent

freefall times,

t↵(⇢) ⌘
✓

3⇡

32G⇢

◆1/2

, (8)

which should be taken into account in the most general
case (see Hennebelle & Chabrier 2011). Previous esti-
mates for SFR↵ either used a factor t↵(⇢0)/t↵(⇢0) = 1
(Krumholz & McKee 2005), or a factor t↵(⇢0)/t↵(⇢crit)
with ⇢crit = ⇢0 exp (scrit) (Padoan & Nordlund 2011),
both of which are independent of density and were thus
pulled out of the integral. We will show, however, that
it is crucial to take the multi-freefall nature of gas with
di↵erent densities into account to obtain better models
for SFR↵ .
The constant factor ✏ in Equation (7) accounts for the

fact that only a certain fraction of the gas above scrit

might actually go into stars. Since individual stars form
in accretion disks from which powerful jets, winds and
outflows are launched during the process of stellar birth,
it is likely that a certain fraction of the accreted material
is re-injected into the ISM, thus leading to ✏ < 1. The-
oretical upper limits are in the range ✏ ⇡ 0.25–0.7 (e.g.,
Matzner & McKee 2000). The observed displacement
of the characteristic mass in the initial mass function
(e.g., Kroupa 2001; Chabrier 2003) with respect to the
core mass function (e.g., Johnstone et al. 2000) has been
taken to argue that ✏ might be around 0.3–0.5 (Alves
et al. 2007; André et al. 2010); see however Ward et al.
(2012).
The factor 1/�

t

in Equation (7) is also of order unity
and accounts for the uncertainty in the time-scale factor
t↵(⇢0)/t↵(⇢), originally introduced in Krumholz & Mc-
Kee (2005). We will determine the best-fit values of ✏ and
1/�

t

in Sections 4 and 6, when we compare the theories
with simulations and observations.

2.4. Six models for the SFR

In the following, we will solve Equation (7), using dif-
ferent density thresholds scrit, according to the previ-
ous analytic studies of the SFR by Krumholz & Mc-
Kee (2005, KM), Padoan & Nordlund (2011, PN), and
Hennebelle & Chabrier (2011, HC)4. We distinguish six
cases, named ‘KM’, ‘PN’, ‘HC’, and ‘multi-↵KM’, ‘multi-
↵ PN’, ‘multi-↵ HC’ as distinguished in Hennebelle &
Chabrier (2011). The first three represent the origi-
nal analytic derivations by Krumholz & McKee (2005),
Padoan & Nordlund (2011), and Hennebelle & Chabrier
(2011), while the last set of three are all based on the
multi-freefall expression of the integral (7). The dif-
ference for this last set of three is only the model for
the critical density, i.e., the lower limit of the integral.
We note that the ideas inherent in each of the original
theories contributes to our present understanding of the
turbulence-regulated SFR. Krumholz & McKee (2005)
developed the basic model, Padoan & Nordlund (2011)
extended it to include magnetic fields, and Hennebelle
& Chabrier (2011) improved all models by introducing
multi-freefall versions of the aforementioned theories, yet

4 Note that the critical densities derived in the following may
or may not be related to density or column density thresholds for
star formation introduced in observational studies (e.g., Heiderman
et al. 2010; Lada et al. 2010). Studying such potential relations,
however, deserves further consideration in the near future.
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Note that the factor t↵(⇢0)/t↵(⇢) appears inside the in-
tegral, because gas with di↵erent densities has di↵erent

freefall times,

t↵(⇢) ⌘
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3⇡

32G⇢

◆1/2

, (8)

which should be taken into account in the most general
case (see Hennebelle & Chabrier 2011). Previous esti-
mates for SFR↵ either used a factor t↵(⇢0)/t↵(⇢0) = 1
(Krumholz & McKee 2005), or a factor t↵(⇢0)/t↵(⇢crit)
with ⇢crit = ⇢0 exp (scrit) (Padoan & Nordlund 2011),
both of which are independent of density and were thus
pulled out of the integral. We will show, however, that
it is crucial to take the multi-freefall nature of gas with
di↵erent densities into account to obtain better models
for SFR↵ .
The constant factor ✏ in Equation (7) accounts for the

fact that only a certain fraction of the gas above scrit

might actually go into stars. Since individual stars form
in accretion disks from which powerful jets, winds and
outflows are launched during the process of stellar birth,
it is likely that a certain fraction of the accreted material
is re-injected into the ISM, thus leading to ✏ < 1. The-
oretical upper limits are in the range ✏ ⇡ 0.25–0.7 (e.g.,
Matzner & McKee 2000). The observed displacement
of the characteristic mass in the initial mass function
(e.g., Kroupa 2001; Chabrier 2003) with respect to the
core mass function (e.g., Johnstone et al. 2000) has been
taken to argue that ✏ might be around 0.3–0.5 (Alves
et al. 2007; André et al. 2010); see however Ward et al.
(2012).
The factor 1/�

t

in Equation (7) is also of order unity
and accounts for the uncertainty in the time-scale factor
t↵(⇢0)/t↵(⇢), originally introduced in Krumholz & Mc-
Kee (2005). We will determine the best-fit values of ✏ and
1/�

t

in Sections 4 and 6, when we compare the theories
with simulations and observations.

2.4. Six models for the SFR

In the following, we will solve Equation (7), using dif-
ferent density thresholds scrit, according to the previ-
ous analytic studies of the SFR by Krumholz & Mc-
Kee (2005, KM), Padoan & Nordlund (2011, PN), and
Hennebelle & Chabrier (2011, HC)4. We distinguish six
cases, named ‘KM’, ‘PN’, ‘HC’, and ‘multi-↵KM’, ‘multi-
↵ PN’, ‘multi-↵ HC’ as distinguished in Hennebelle &
Chabrier (2011). The first three represent the origi-
nal analytic derivations by Krumholz & McKee (2005),
Padoan & Nordlund (2011), and Hennebelle & Chabrier
(2011), while the last set of three are all based on the
multi-freefall expression of the integral (7). The dif-
ference for this last set of three is only the model for
the critical density, i.e., the lower limit of the integral.
We note that the ideas inherent in each of the original
theories contributes to our present understanding of the
turbulence-regulated SFR. Krumholz & McKee (2005)
developed the basic model, Padoan & Nordlund (2011)
extended it to include magnetic fields, and Hennebelle
& Chabrier (2011) improved all models by introducing
multi-freefall versions of the aforementioned theories, yet

4 Note that the critical densities derived in the following may
or may not be related to density or column density thresholds for
star formation introduced in observational studies (e.g., Heiderman
et al. 2010; Lada et al. 2010). Studying such potential relations,
however, deserves further consideration in the near future.
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The forcing parameter b was shown to vary smoothly
between b ⇡ 1/3 for purely solenoidal (divergence-free)
forcing, and b ⇡ 1 for purely compressive (curly-free)
forcing of the turbulence (Federrath et al. 2008b; Schmidt
et al. 2009; Federrath et al. 2010b; Seifried et al. 2011b;
Micic et al. 2012; Konstandin et al. 2012a). A stochas-
tic mixture of forcing modes in three-dimensional space
leads to b ⇡ 0.4 (see figure 8 in Federrath et al. 2010b).
Using numerical simulations, Molina et al. (2012)

found that Equations (4) and (5) work well in the regime
MA & 2, while for MA . 2, the assumption of isotropy
entering the analytic derivation of (4) and (5) breaks
down, so we only apply them in the super-Alfvénic
regime in all the following.

2.3. Basics of the SFR derivation

Here we present an analytic derivation of the star
formation rate (SFR) from the statistics of supersonic,
isothermal, magnetized turbulence. The main ingredient
for this analytic derivation is an integral over the density
PDF, Equation (1), in order to estimate the gas mass
above a given density threshold, contributing to star for-
mation. We will compare di↵erent ways of estimating the
density threshold, which is the main di↵erence between
the three most successful, existing analytic models for
the SFR (Krumholz & McKee 2005; Padoan & Nordlund
2011; Hennebelle & Chabrier 2011). We will express all
quantities in terms of dimensionless numbers, in order
to simplify the derivation and to make it more general.
We follow the standard terminology and use the Star
Formation Rate per Freefall Time (SFR↵), as coined by
Krumholz & McKee (2005), which is the mass fraction
going into stars per time, where the time is expressed in
units of the mean freefall time.
The SFR in units ofM�/yr can be computed by scaling

SFR↵ with the real cloud mass Mc and the actual freefall
time evaluated at the mean density of the cloud, t↵(⇢0):

SFR ⌘ Mc

t↵(⇢0)
SFR↵ . (6)

Note that this definition of SFR↵ is di↵erent from the
definition used in Krumholz & Tan (2007) and Krumholz
et al. (2012), who use freefall times estimated at di↵er-
ent densities and/or use a definition based on column
densities, such that the values of SFR↵ quoted in those
studies and the ones computed here can not be directly
compared. For instance, given an SFR for fixed M

c

, the
dimensionless value of SFR↵ would be much smaller, if
the freefall time at a high-density tracer was used rather
than the freefall time at the mean density of the cloud,
because t↵(⇢ > ⇢0) is shorter than t↵(⇢0).
The basic idea for an analytic model of SFR↵ is to

integrate the log-normal density PDF, Equation (1),
weighted by ⇢/⇢0 to get the mass fraction of gas with
density above a critical density scrit (to be determined
below in Section 2.4), and weighted by a freefall-time
factor to construct a dimensionless mass rate:

SFR↵ =
✏
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t
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t↵(⇢0)

t↵(⇢)

⇢

⇢0
p(s) ds . (7)

Note that the factor t↵(⇢0)/t↵(⇢) appears inside the in-
tegral, because gas with di↵erent densities has di↵erent

freefall times,

t↵(⇢) ⌘
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which should be taken into account in the most general
case (see Hennebelle & Chabrier 2011). Previous esti-
mates for SFR↵ either used a factor t↵(⇢0)/t↵(⇢0) = 1
(Krumholz & McKee 2005), or a factor t↵(⇢0)/t↵(⇢crit)
with ⇢crit = ⇢0 exp (scrit) (Padoan & Nordlund 2011),
both of which are independent of density and were thus
pulled out of the integral. We will show, however, that
it is crucial to take the multi-freefall nature of gas with
di↵erent densities into account to obtain better models
for SFR↵ .
The constant factor ✏ in Equation (7) accounts for the

fact that only a certain fraction of the gas above scrit

might actually go into stars. Since individual stars form
in accretion disks from which powerful jets, winds and
outflows are launched during the process of stellar birth,
it is likely that a certain fraction of the accreted material
is re-injected into the ISM, thus leading to ✏ < 1. The-
oretical upper limits are in the range ✏ ⇡ 0.25–0.7 (e.g.,
Matzner & McKee 2000). The observed displacement
of the characteristic mass in the initial mass function
(e.g., Kroupa 2001; Chabrier 2003) with respect to the
core mass function (e.g., Johnstone et al. 2000) has been
taken to argue that ✏ might be around 0.3–0.5 (Alves
et al. 2007; André et al. 2010); see however Ward et al.
(2012).
The factor 1/�

t

in Equation (7) is also of order unity
and accounts for the uncertainty in the time-scale factor
t↵(⇢0)/t↵(⇢), originally introduced in Krumholz & Mc-
Kee (2005). We will determine the best-fit values of ✏ and
1/�

t

in Sections 4 and 6, when we compare the theories
with simulations and observations.

2.4. Six models for the SFR

In the following, we will solve Equation (7), using dif-
ferent density thresholds scrit, according to the previ-
ous analytic studies of the SFR by Krumholz & Mc-
Kee (2005, KM), Padoan & Nordlund (2011, PN), and
Hennebelle & Chabrier (2011, HC)4. We distinguish six
cases, named ‘KM’, ‘PN’, ‘HC’, and ‘multi-↵KM’, ‘multi-
↵ PN’, ‘multi-↵ HC’ as distinguished in Hennebelle &
Chabrier (2011). The first three represent the origi-
nal analytic derivations by Krumholz & McKee (2005),
Padoan & Nordlund (2011), and Hennebelle & Chabrier
(2011), while the last set of three are all based on the
multi-freefall expression of the integral (7). The dif-
ference for this last set of three is only the model for
the critical density, i.e., the lower limit of the integral.
We note that the ideas inherent in each of the original
theories contributes to our present understanding of the
turbulence-regulated SFR. Krumholz & McKee (2005)
developed the basic model, Padoan & Nordlund (2011)
extended it to include magnetic fields, and Hennebelle
& Chabrier (2011) improved all models by introducing
multi-freefall versions of the aforementioned theories, yet

4 Note that the critical densities derived in the following may
or may not be related to density or column density thresholds for
star formation introduced in observational studies (e.g., Heiderman
et al. 2010; Lada et al. 2010). Studying such potential relations,
however, deserves further consideration in the near future.

SF efficiency per free-fall time

free-fall time

e.g. Padoan & Nordlund 2002, Krumholz & McKee 2005, Hennebelle & Chabrier 2009, Federrath & Klessen 2012
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TABLE 1
Six analytic models for the star formation rate per freefall time.

Analytic
Model

Freefall-time
Factor

Critical Density ⇢crit/⇢0 = exp(scrit) SFR↵

KM 1 (⇡2/5)�2
x

⇥↵virM2
�
1 + ��1

��1
✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� 2scrit)/(8�2
s

)1/2
⇤ 

PN t↵(⇢0)/t↵(⇢crit) (0.067) ✓�2⇥↵virM2f(�) ✏/(2�
t

)
�
1 + erf

⇥
(�2

s

� 2scrit)/(8�2
s

)1/2
⇤ 

exp [(1/2)scrit]

HC t↵(⇢0)/t↵(⇢) (⇡2/5) y�2
cut⇥↵virM�2

�
1 + ��1

�
+ ⇢̃crit,turb ✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

multi-↵ KM t↵(⇢0)/t↵(⇢) (⇡2/5)�2
x

⇥↵virM2
�
1 + ��1

��1
✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

multi-↵ PN t↵(⇢0)/t↵(⇢) (0.067) ✓�2⇥↵virM2f(�) ✏/(2�
t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

multi-↵ HC t↵(⇢0)/t↵(⇢) (⇡2/5) y�2
cut⇥↵virM�2

�
1 + ��1

�
✏/(2�

t

)
�
1 + erf

⇥
(�2

s

� scrit)/(2�2
s

)1/2
⇤ 

exp
⇥
(3/8)�2

s

⇤

Notes. The function f(�), entering the critical density in the PN and multi-↵ PN models is given by Equation (31). The added
turbulent contribution ⇢̃crit,turb in the critical density of the HC model is given by Equation (39).

by an e↵ective sound speed,

cs ! cs

�
1 + �

�1
�1/2

. (18)

Since M = �

V

/cs, we can also replace the sonic Mach
number by an e↵ective Mach number to take magnetic
pressure into account:

M ! M
�
1 + �

�1
��1/2

. (19)

Doing this for scrit,KM in Equation (14) yields the mag-
netic version of the critical density,

scrit,KM = ln
h
(⇡2

/5)�2
x

↵vir M2
�
1 + �

�1
��1
i
. (20)

Even though we simply replaced the thermal sound speed
by an e↵ective, magnetic sound speed to derive this ex-
pression, it has a deeper physical meaning. What we
physically do in the derivation of scrit is to replace the
thermal Jeans length in the numerator of Equation (10)
with the magneto-thermal Jeans length,

�J,mag =

 
⇡c

2
s

�
1 + �

�1
�

G⇢

!1/2

, (21)

and the sonic scale in the denominator with the magneto-
sonic scale,

�ms = L

h
cs

�
1 + �

�1
�1/2

/�

V

i1/p
. (22)

We note that the magnetic modifications given by Equa-
tions (17) only account for magnetic pressure, i.e.,
isotropic pressure induced by the small-scale magnetic
field. It does not account for mean magnetic-field e↵ects,
and as such will only be a valid extension to MHD as long
as the turbulence remains trans- to super-Alfvénic, be-
cause sub-Alfvénic turbulence with a strong mean mag-
netic field component is anisotropic, which is discussed
at more detail below.
Finally, solving the general SFR↵ -integral (Equation 7)

with scrit = scrit,KM from Equation (20) and unity for the
freefall-time factor (see Table 1 for a summary), the star
formation rate per freefall time in the KM model is

SFR↵ ,KM =
✏

�

t

Z 1

scrit,KM

exp(s) p(s) ds

=
✏

2�
t

"
1 + erf

 
�

2
s

� 2scrit,KMp
8�2

s

!#
. (23)

This derivation is identical to the one in Krumholz & Mc-
Kee (2005), except for the extension to include magnetic
fields in the theory based on the plasma � terms in �

s

,
Equation (4), and in the critical density, Equation (20).

2.4.2. The PN model

Padoan & Nordlund (2011) use t↵(⇢0)/t↵(⇢crit) as the
freefall-time factor t↵(⇢0)/t↵(⇢) in Equation (7), such
that the freefall time of the critical density is used for
all densities above the critical density to estimate SFR↵ .
Unlike Krumholz & McKee (2005) who relate the criti-
cal density scrit to the Jeans length and the sonic scale,
Padoan & Nordlund (2011) related the critical density to
the magnetic shock jump conditions and to the magnetic
critical mass for collapse. Starting with their assumed
balance of thermal plus magnetic pressure by turbulent
ram pressure on the cloud scale,

⇢MHD

✓
c

2
s +

1

2
v

2
A

◆
= ⇢0

⇣
�

V

2

⌘2
, (24)

and using the definitions for M and � from Section 2.2,
Padoan & Nordlund (2011) arrive at an expression for
the density jump

⇢MHD = ⇢0
M2

4

�

� + 1
. (25)

This leads to the post-shock thickness

�MHD = ✓L

4

M2

� + 1

�

, (26)

since ⇢MHD/⇢0 = ✓L/�MHD with the numerical param-
eter ✓ . 1, the fraction of the cloud size forming the
largest shocks. Thus, ✓L can be interpreted as the turbu-
lent injection or forcing scale. In numerical simulations,
most of the kinetic, turbulent energy is usually injected
at a wavenumber k = 2 in units of 2⇡/L, corresponding
to half of the total cloud size (e.g., Kritsuk et al. 2007;
Schmidt et al. 2009; Federrath et al. 2010b), as in the sim-
ulations discussed below in Section 3. Thus, ✓ ⇡ 1/2, but
there might be some corrections to that particular scale
(Wang & George 2002). Padoan & Nordlund (2011) take
✓ ⇡ 0.35. Here, we will simply interpret ✓ as a numerical
factor of order unity, accounting for any uncertainty in
the post-shock thickness with respect to the total cloud
scale L in Equation (26).
In order to derive a critical density for star formation,

Padoan & Nordlund (2011) compare the mass of a sphere
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Fig. 10.— SFR↵ (theory) for the six theories listed in Table 1: KM (boxes), PN (diamonds), and HC (crosses) in the left panels, and
the corresponding multi-freefall versions of the theories in the right panels, computed based on the numerical simulation parameters ↵vir,
M, b, and � listed in Table 2 and compared with the SFR↵ (simulation). The simulation number is given in each of the KM boxes. The
analytic model predictions, SFR↵ (theory), were fitted to SFR↵ (simulation) with the fit parameters ✏/�

t

(where ✏ = 1 by definition in the
simulations) and the fudge factor �

x

(KM), ✓ (PN), and ycut (HC). The best-fit parameters are given in the legend. The fits in the top
panels only used the hydrodynamic models for which B0 = 0, while the fits in the bottom panels include all MHD models listed in Table 2
(except for the low-resolution 1283-models). A zoom of the region containing the MHD models is shown in the inset plots in the bottom
panels, where only the six MHD simulations are included. The diagonal solid line in each plot represents perfect agreement between SFR↵
(theory) and SFR↵ (simulation). The best-fit parameters with uncertainties and �2-values are listed in Table 3. Each simulation–theory
data pair is listed in Table 4.

✓ (PN), or ycut (HC). In the simulations, the local ef-
ficiency ✏ = 1, because we did not include any form of
feedback, but 1/�

t

and the theory fudge factors are free
parameters. In order to constrain them for each the-
ory, we perform two-parameter fits of SFR↵ (theory) to
SFR↵ (simulation). The best-fit parameters are listed
in the legend of Figure 10. Table 3 additionally lists
uncertainty estimates for the parameters, together with
�

2-values, the number of degrees of freedom in the fits
(DOF), and the reduced �

2
red = �

2
/DOF. The �

2
red is a

quantitative indicator for the goodness of fit, with better
fits having smaller �

2
red. To separate the e↵ects of the

magnetic field, we only use purely hydrodynamic (HD)
models (B0 = 0) in the top panels of Figure 10 (HD fit),
while we include all MHD models in the bottom panels
(MHD fit). This distinction is also made in Table 3. Inset
plots in the bottom panels show a zoom-in on the MHD
models only. The solid diagonal line in each panel rep-
resents SFR↵(theory) = SFR↵(simulation), i.e., perfect
agreement between theory and simulation.
Figure 10 shows that all the theoretical models exhibit

some positive correlation between SFR↵ (theory) and

SFR↵ (simulation). The multi-freefall KM and PN mod-
els (right panels) show much better agreement with the
simulation data in both the HD and MHD fits, indicated
by the smallest �

2
red = 1.2–1.3 (see Table 3), than the

original KM and PN models (left panels). The HC mod-
els exhibits the opposite behavior, i.e., the HC theory
gives slightly better fits than the multi-freefall HC the-
ory. This is not surprising, because both HC models use
the multi-freefall factor, but the HC model additionally
includes turbulent support in the estimate of the thresh-
old density (Equations 38 and 39 in 37), while the multi-
freefall HC model only includes thermal support (Equa-
tion 38 only). However, all HC fits exhibit relatively large
�

2
red ⇡ 4.9–6.2. The reason for this is the choice of the

critical density in the HC models and its resulting depen-
dence on the sonic Mach number, ⇢crit / M�2, while all
KM and PN models have ⇢crit / M+2, which is (apart
from the di↵erent choice of fudge factors) the only fun-
damental di↵erence between the multi-freefall HC and
the two multi-freefall KM and PN models (see Table 1).
The di↵erence in fudge factors is irrelevant in this com-
parison, because they all enter in the same way for each
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Fig. 11.— (a): Star formation rate column density ⌃SFR versus gas column density ⌃gas measured in the GRAVTURB simulations
listed in Table 2 for a star formation e�ciency SFE = 1% (blue) and SFE = 10% (red). Two contour lines for each SFE are drawn. The
thick contours enclose 50% of all (⌃gas, ⌃SFR) simulation pairs, centered on the peak of the distribution, while the thin contours enclose
99%. (b): Same as (a), but only the contours of the simulations are drawn, and observational data of Galactic clouds from Heiderman
et al. (2010) are superimposed. The individual data points are labeled in the legend of the bottom panels (Taurus: filled black box, Class I
YSOs and Flat YSOs: green and red stars and upper-limits shown as downward-pointing triangles, HCN(1–0) Clumps: golden diamonds,
and C2D+GB Clouds: dark blue boxes). The simulation data in panels (a) and (b) are plotted for a local core-formation e�ciency ✏ = 1,
the value expected without any local feedback from YSOs. (c): Same as (b), but the simulation data was transformed to ✏ = 0.5 using
Equations (47), which changes the GRAVTURB contours compared to (a) and (b). The value ✏ = 0.5 was determined by fitting the
simulation data to the observational data using Equation (48), suggesting local e�ciencies of ✏ ⇡ 0.3–0.7 for an assumed SFE ⇡ 1–10%
in the observed clouds. (d): Same as (c), but for the simulation maps smoothed to 4⇥ coarser resolution, demonstrating the e↵ect of
observing the simulated clouds with reduced telescope resolution.

distribution, with two contour levels for SFE = 1% (blue
contours) and SFE = 10% (red contours). The thick
contours enclose 50% of all simulation pixels and the
thin contours enclose 99%. The contours help to eas-
ier identify the underlying probability distribution of the
scattered data points.
The simulation data have a broad probability distribu-

tion with a clear positive correlation between ⌃SFR and
⌃gas. The data for SFE = 10% are shifted to higher ⌃SFR

and lower ⌃gas compared to the SFE = 1% distribution,
because more gas is accreted by sink particles and thus
removed from the gas phase at higher SFE. If we were
to fit power laws to the distributions, the slopes would
be in the range 1–2, i.e., ⌃SFR / ⌃1–2

gas with somewhat
flatter slopes at higher SFE.

6.2. Galactic observations of ⌃gas and ⌃SFR

To compare the simulation data with observations,
we add data of Galactic clouds from Heiderman et al.
(2010) in panel (b) of Figure 11, superimposed on the
simulation contours. The observational data are from
Galactic observations of clouds and young stellar objects
(YSOs) identified in the Spitzer Cores-to-Disks (C2D)
and Gould’s-Belt (GB) surveys (Evans et al. 2009), of

massive dense clumps (Wu et al. 2010), and of the Tau-
rus molecular cloud (Pineda et al. 2010; Rebull et al.
2010). The simulation data indicated by the same con-
tours of panel (a) fall in the range of the observational
data, however, the simulation data show slightly higher
⌃SFR than the observational data, on average. This is
not surprising, given that our simulations did not include
any local feedback from YSOs. It is known, however,
that young stars eject a significant amount of accreted
material, thereby reducing the overall accretion rate due
to feedback from jets, winds, and outflows (Wardle &
Koenigl 1993; Konigl & Pudritz 2000; Beuther et al.
2002; Pudritz et al. 2007; Peters et al. 2011; Seifried et al.
2011a). Hence, only a fraction ✏ < 1 of the in-falling gas
actually ends up on the protostar.
The local core-formation e�ciency is parameterized by

the factor ✏ in Equation (7), from which all the SFR↵ -
models in Section 2 were derived. Since there is no feed-
back in our simulations, ✏ = 1 by definition. However,
we can devise a correction to account for ✏ < 1. For this,
we simply have to multiply the original ⌃SFR for ✏ = 1
by a given ✏ < 1. To conserve mass, we also have to ac-
count for the fact that a fraction (1� ✏) was not accreted
and remained in the gas phase due to local feedback.



modeling galactic SF

(Li, Mac Low, & Klessen, 2005, ApJ, 620,L19 - L22)

SPH calculations of self-gravitating disks of stars and (isothermal) gas in dark-
matter potential, sink particles measure local collapse --> star formation
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molecular cloud formation

(from Dobbs et al. 2008)



molecular cloud formation

(Dobbs & Bonnell 2007)



molecular cloud formation

(Dobbs et al. 2008)

molecular gas fraction as function of time molecular gas fraction as function of density



molecular cloud formation

molecular gas fraction of fluid 
element as function of time molecular gas fraction as function of density

(Dobbs et al. 2008)
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image from Alyssa Goodman: COMPLETE survey



(movie from Christoph Federrath)



experimental set-up

6 ray approximation to 
external radiation field

- AMR MHD (B = 2 muG)
- stochastic forcing   
   (Ornstein-Uhlenbeck)
- self-gravity
- time-dependent chemistry
- cooling & heating processes
   --> thermodynamics done 
        right!

- gives you mathematically 
  well defined boundary 
  conditions 
  --> good for statistical 
       studies



chemical model 0

32 chemical species
17 in instantaneous equilibrium:

19 full non-equilibrium evolution

218 reactions
various heating and cooling processes

(Glover, Federrath, Mac Low, Klessen, 2010, MNRS, 404, 2)
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HI to H2 conversion rate

(Glover, Federrath, Mac Low, Klessen, 2010)



HI to H2 conversion rate

(Glover, Federrath, Mac Low, Klessen, 2010)

H2 forms rapidly in shocks / 
transient density fluctuations / 
H2 gets destroyed slowly in 
low density regions / result: 
turbulence greatly enhances 
H2-formation rate



HI to H2 conversion rate

(Glover, Federrath, Mac Low, Klessen, 2010)

compare to data from 
Tamburro et al. (2008) study: 

tform ~ few x 106 years



CO, C+ formation rates

(Glover, Federrath, Mac Low, Klessen, 2010)
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effects of chemistry 1
total column density

12CO column density

H2 column density

temperature

(Glover, Federrath, Mac Low, Klessen, 2010)



effects of chemistry 2
total column density

12CO column density

H2 column density

temperature

(Glover, Federrath, Mac Low, Klessen, 2010)

ratio N(H2)/N(12CO)     



• conversion rate between H2 column density and CO 
emission (equivalent width W)

• most mass H2 determinations depend on X!

• in Milky Way X ~ few x 1022 cm-2 K-1 km-1 s ~ const.

• why is it constant? 

• how does it vary with environmental condition?

- metallicity

- density, radiation field, etc. 
(“normal” gal. vs star burst)

Modelling CO emission from MCs 1687

through a constant ‘X factor’ (e.g. Dickman 1978):

X = NH2

W
(cm−2 K−1 km−1 s). (1)

CO observations of Galactic clouds have resulted in estimates of
X ≈ few × 1020 cm−2 K−1 km−1 s (hereafter XGal; e.g. Solomon
et al. 1987; Young & Scoville 1991; Dame, Hartmann & Thaddeus
2001). Observations of diffuse gas in the Galaxy have also resulted
in similar estimates of the X factor (e.g. Polk et al. 1988; Liszt, Pety
& Lucas 2010, hereafter LPL10).

However, extragalactic observations of systems with different
physical characteristics, such as metallicity or background UV ra-
diation, have found variations in the X factor. Interestingly, ob-
servational investigations employing different methodologies have
resulted in vastly discrepant estimates of the X factor. For example,
for the nearby Small Magellanic Cloud (SMC), Bolatto et al. (2008)
measured a value ≈XGal, assuming virialized clouds and using the
CO linewidths to estimate cloud masses, and thereby NH2 . Indepen-
dent dust- and gas-based observations, on the other hand, suggest
extended regions containing molecular material with little or no CO
emission, resulting in an X factor of up to ∼100XGal (Israel 1997;
Rubio et al. 2004; Leroy et al. 2007, 2009).

The 12CO (J = 1–0)1 line is optically thick in most MCs, and so
CO (J = 1–0) observations are known not to provide direct informa-
tion about the total CO mass or column density NCO. Observations
have shown a saturation of CO intensities at sufficiently high ex-
tinctions (e.g. Lombardi, Alves & Lada 2006; Pineda, Caselli &
Goodman 2008). Consequently, only CO intensities below the sat-
uration threshold are considered in evaluations of the X factor. One
of the goals of this work is therefore to assess how well CO obser-
vations can trace the true CO distribution within MCs.

Since the formation of CO is sensitive to the amount of car-
bon and oxygen available in the ISM, CO abundances are expected
to be lower in lower metallicity systems (Maloney & Black 1988;
Israel 1997). Additionally, the strength of the background ultraviolet
(UV) radiation field, responsible for photodissociating molecules,
also plays a role in regulating the CO abundances (van Dishoeck &
Black 1988). These processes should in turn lead to variations in
the X factor, with a larger value in metal-poor systems and/or where
the UV radiation is higher than in the Milky Way. Indeed, when
independent measures of MC masses are combined with CO obser-
vations, the X factor has been found to be larger in low metallicity
external galaxies, such as the Large Magellanic Cloud (LMC) and
SMC (Israel et al. 1986; Israel 1997; Leroy et al. 2009).

As turbulence is now considered an important aspect of the dy-
namics in MCs and star formation (Mac Low & Klessen 2004;
Ballesteros-Paredes et al. 2007; McKee & Ostriker 2007, and refer-
ences therein), its role in influencing molecule formation needs to
be understood. Glover & Mac Low (2007b) (see also Glover & Mac
Low 2007a) showed that the formation time-scale of H2 is only a
few Myr in turbulent MC models with densities comparable to those
in observed clouds. Expanding on this work, through implementa-
tion of more extensive chemistry, we can now follow the formation
of CO in models of turbulent MCs (Glover et al. 2010, hereafter
Paper I). Subsequently, Glover & Mac Low (2010, hereafter
Paper II) analysed the global properties of the X factor in differ-
ent MC models, using spatially averaged quantities. They found
that the mean extinction, or total gas column density, primarily
determines the X factor.

1 We will hereafter refer to 12CO simply as CO.

Here, we explore the observational consequences of the variation
in CO abundances which arise due to differences in MC properties
described in Papers I and II. Our main goal is to understand the
impact of CO abundance variations within individual MCs on the
emerging integrated CO (J = 1–0) intensity. We consider a suite of
models with different conditions, namely metallicity, density and
background UV radiation field, representing various environments.
In the next section we discuss our modelling method, including a
brief overview of the MHD models with chemistry, and a description
of the radiative transfer calculations. In Section 3 we present our
results of the comparison of CO intensities with H2 and CO column
densities, and characteristics of the X factor. We discuss our results
and compare them to observational investigations in Section 4. We
conclude with a summary in Section 5.

2 M O D E L L I N G M E T H O D

To carry out our investigation of CO emission from MCs, we ap-
ply line radiative transfer calculations to magnetohydrodynamic
(MHD) models of MCs. In this section, we give a brief description
of the MHD models and focus on the radiative transfer calculations.
We refer the reader to Papers I and II for a more extensive descrip-
tion of the MHD and chemical modelling method, as well as the
analysis of various simulation runs.

2.1 Modelling molecular clouds: MHD and chemistry

The simulations of the model MCs track the evolution of gas using
a modified version of the ZEUS-MP MHD code (Stone & Norman
1992a,b; Norman 2000). Gas with initially uniform density in a
20-pc box with periodic boundary conditions is driven with a turbu-
lent velocity field, with uniform power between wavenumbers 1 ≤
k ≤ 2. Gas self-gravity, which would cause sufficiently overdense
regions to collapse, is not considered in the calculation. The simula-
tion includes magnetic fields, with initial field lines oriented parallel
to the ẑ-axis with a field strength of 1.95 µG. The gas has an initial
temperature of 60 K, but quickly settles to thermal equilibrium.

To track the chemical evolution of the gas, which has constant
metallicity, a treatment of hydrogen, oxygen and carbon chemistry
is included in the numerical algorithm. This consists of 218 reac-
tions of 32 chemical species, which are coupled with the thermo-
dynamics. A background UV radiation field, which is responsible
for photodissociation, is treated through the six-ray approximation
as described in Glover & Mac Low (2007a). In our investigation of
emission from CO molecules, we consider one snapshot of these
simulations at a late time of >5 Myr, after which the simulation has
reached a statistically steady state.

2.1.1 Giant molecular cloud model parameters

The numerical modelling described above follows the combined ef-
fects of turbulence, magnetic fields, thermodynamics and chemical
evolution as structures such as filaments and dense cores typically
found in MCs form out of the gas (see Paper I for more details). In
our investigation of CO emission emerging from the MC simula-
tions, we consider a suite of models designed to represent various
astrophysical environments. The relevant parameters of each model
are listed in Table 1. Column 1 shows the name of each run. The
main user-defined parameters are the initial density n0, metallicity
Z and background UV radiation field G0, indicated in Columns 2–4,
respectively. We assume that the dust-to-gas ratio is directly propor-
tional to the gas-phase metallicity and do not vary these quantities

C© 2011 The Authors, MNRAS 412, 1686–1700
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Figure 4. Images of (a) NCO, (b) W, (c) NH2 and (d) the X factor of model n300-Z03. Each side has a length of 20 pc. In (a) and (b), solid contours indicate
log(NCO) = 12, 14 and log(W) = −3, −1; dashed contours are log(NCO) = 16.5 and log(W) = 1.5 (see the text and Fig. 2d).

by ≈1 order of magnitude. Since the X factor directly depends on
W and only indirectly on NCO, the X factor also only falls into a
limited range.

Positions with the largest X factors correspond to the lowest NH2

regions as well as low NCO and W regions. These are the regions
where CO is most affected by photodissociation. Since the amount
of photodissociation depends on the ‘effective’ column density in
each location of the 3D simulation volume, regions with similar
NH2 can have very different NCO values (see also Papers I and II),
as evident in Fig. 5(b): at low-to-intermediate H2 densities 1021 !
NH2 ! 1022 cm−2, there is a wide range of NCO for a given NH2 .
Since the X factor (indirectly) depends on NCO, at such densities
the X factor also takes on a wide range. For instance, at NH2 =

5 × 1021 cm−2, the X factor varies from ∼1020 to 1023 cm−2 K−1

km−1 s. Evidently, the X factor can have a wide distribution within
an MC, even for regions with identical molecular column densities.
This is a consequence of the combination of a large distribution of
NCO for a given NH2 , as well as the lack of a simple correlation
between W and NCO due to the optically thick nature of CO.

Fig. 5(d) shows that there can be a wide range in the X factor
even in very low-density regions. For this model (n0 = 100 cm−2

and Z = Z%), much of the gas has NH2 ! 1021 cm−2. Unlike model
n300 (in Fig. 5a), there is a very wide distribution in the X factor in
the range 1020 ! NH2 ! 1021 cm−2. This model also differs from
model n300-Z03 (in Fig. 5b), showing a much larger distribution in
NCO and the X factor for a given NH2 at NH2 ! 2 × 1021 cm−2. The

C© 2011 The Authors
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Figure 5. X factor for four models. NCO is plotted as a function of NH2 . The colour of each point indicates the X factor. Inset figures show the colour scale and
PDF of the X factor. The corresponding maps of NH2 , NCO and the X factor from model n300-Z03 are shown in Fig. 4.

multiple peaks in the X factor distributions can be understood from
the W and NCO distributions shown in Fig. 2(h). Model n100 has a
large distribution of NCO; the W distribution is similar, with multiple
peaks (which are not aligned with the NCO peaks), contributing to
the wide range and multiple peaks of the X factor shown in Fig. 5(d).

At very high densities, more self-shielding allows for CO forma-
tion to be more effective. As Fig. 5(c) shows for model n1000, NCO

is a much better tracer of NH2 . However, though NH2 for this model
reaches values three times greater than model n300 (Fig. 5a), the
distribution in the X factors of both models is very similar. In model
n1000, the X factor increases with increasing (CO or H2) density,
a trend opposite to that apparent for the other models shown in
Fig. 5.

The correlation between the X factor and NH2 is shown in Fig. 6.
Model n300 shows that at NH2 ! 1021 cm−2, the X factor is approx-
imately constant (with a mean value of 2 × 1020 cm−2 K−1 km−1 s).
Only at the highest densities [log(NH2 ) ! 22.0] do the effects of
saturation become clearly evident. On the other hand, model n1000
(shown in Fig. 6c) shows an increase in the X factor at all NH2 .
The line shows the X = NH2 /(70 K km s−1) relationship, which is
simply the H2 column density divided by the mean CO intensity
from this model. This line is a very good fit at log(NH2 ) ! 22, in-
dicating that at most densities the CO line emission is completely
saturated.

The models with lower metallicity and density (Figs 6b and d)
show a decreasing X factor with increasing density (as can also be
seen in Fig. 5). In this regime, an increase in the molecular density

is associated with a greater increase in CO line intensity, resulting
in a decrease in the X factor. Such a trend is also present at the
lowest densities of model n300 (Fig. 6a).

Given that W can have rather different distributions than NCO,
it comes as no surprise that the X factor does not neatly follow
from NCO. For clouds with high CO abundances, such as models
n300 and n1000, NCO is well correlated with NH2 , resulting in a
limited range in the distribution of the X factor. We have seen
that CO line saturation may not be discernible solely from the X
factor distributions, as evident from the similarity of the X factor
(normal) distributions of models n300 (with saturation occurring
only at the highest densities) and n1000 (which is close to fully
saturated). The relationship between X and NH2 (Fig. 6), however,
clearly demonstrates the saturation of the CO line. For the models
with lower density or metallicity, where the W–NH2 correlation is
rather complex, the X factor can have a large distribution and can
even have multiple peaks in its PDF (such as model n100, Fig. 5d).

4 D I S C U S S I O N A N D C O M PA R I S O N
TO OBSERVATIONS

4.1 The column density distributions: can CO observations
reveal lognormal PDFs?

Observed morphological characteristics, such as the density dis-
tribution, may be signatures of the internal dynamics of a cloud.
Numerous simulations have shown that the (3D) volume density

C© 2011 The Authors
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Figure 5. X factor for four models. NCO is plotted as a function of NH2 . The colour of each point indicates the X factor. Inset figures show the colour scale and
PDF of the X factor. The corresponding maps of NH2 , NCO and the X factor from model n300-Z03 are shown in Fig. 4.

multiple peaks in the X factor distributions can be understood from
the W and NCO distributions shown in Fig. 2(h). Model n100 has a
large distribution of NCO; the W distribution is similar, with multiple
peaks (which are not aligned with the NCO peaks), contributing to
the wide range and multiple peaks of the X factor shown in Fig. 5(d).

At very high densities, more self-shielding allows for CO forma-
tion to be more effective. As Fig. 5(c) shows for model n1000, NCO

is a much better tracer of NH2 . However, though NH2 for this model
reaches values three times greater than model n300 (Fig. 5a), the
distribution in the X factors of both models is very similar. In model
n1000, the X factor increases with increasing (CO or H2) density,
a trend opposite to that apparent for the other models shown in
Fig. 5.

The correlation between the X factor and NH2 is shown in Fig. 6.
Model n300 shows that at NH2 ! 1021 cm−2, the X factor is approx-
imately constant (with a mean value of 2 × 1020 cm−2 K−1 km−1 s).
Only at the highest densities [log(NH2 ) ! 22.0] do the effects of
saturation become clearly evident. On the other hand, model n1000
(shown in Fig. 6c) shows an increase in the X factor at all NH2 .
The line shows the X = NH2 /(70 K km s−1) relationship, which is
simply the H2 column density divided by the mean CO intensity
from this model. This line is a very good fit at log(NH2 ) ! 22, in-
dicating that at most densities the CO line emission is completely
saturated.

The models with lower metallicity and density (Figs 6b and d)
show a decreasing X factor with increasing density (as can also be
seen in Fig. 5). In this regime, an increase in the molecular density

is associated with a greater increase in CO line intensity, resulting
in a decrease in the X factor. Such a trend is also present at the
lowest densities of model n300 (Fig. 6a).

Given that W can have rather different distributions than NCO,
it comes as no surprise that the X factor does not neatly follow
from NCO. For clouds with high CO abundances, such as models
n300 and n1000, NCO is well correlated with NH2 , resulting in a
limited range in the distribution of the X factor. We have seen
that CO line saturation may not be discernible solely from the X
factor distributions, as evident from the similarity of the X factor
(normal) distributions of models n300 (with saturation occurring
only at the highest densities) and n1000 (which is close to fully
saturated). The relationship between X and NH2 (Fig. 6), however,
clearly demonstrates the saturation of the CO line. For the models
with lower density or metallicity, where the W–NH2 correlation is
rather complex, the X factor can have a large distribution and can
even have multiple peaks in its PDF (such as model n100, Fig. 5d).

4 D I S C U S S I O N A N D C O M PA R I S O N
TO OBSERVATIONS

4.1 The column density distributions: can CO observations
reveal lognormal PDFs?

Observed morphological characteristics, such as the density dis-
tribution, may be signatures of the internal dynamics of a cloud.
Numerous simulations have shown that the (3D) volume density
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Figure 5. X factor for four models. NCO is plotted as a function of NH2 . The colour of each point indicates the X factor. Inset figures show the colour scale and
PDF of the X factor. The corresponding maps of NH2 , NCO and the X factor from model n300-Z03 are shown in Fig. 4.

multiple peaks in the X factor distributions can be understood from
the W and NCO distributions shown in Fig. 2(h). Model n100 has a
large distribution of NCO; the W distribution is similar, with multiple
peaks (which are not aligned with the NCO peaks), contributing to
the wide range and multiple peaks of the X factor shown in Fig. 5(d).

At very high densities, more self-shielding allows for CO forma-
tion to be more effective. As Fig. 5(c) shows for model n1000, NCO

is a much better tracer of NH2 . However, though NH2 for this model
reaches values three times greater than model n300 (Fig. 5a), the
distribution in the X factors of both models is very similar. In model
n1000, the X factor increases with increasing (CO or H2) density,
a trend opposite to that apparent for the other models shown in
Fig. 5.

The correlation between the X factor and NH2 is shown in Fig. 6.
Model n300 shows that at NH2 ! 1021 cm−2, the X factor is approx-
imately constant (with a mean value of 2 × 1020 cm−2 K−1 km−1 s).
Only at the highest densities [log(NH2 ) ! 22.0] do the effects of
saturation become clearly evident. On the other hand, model n1000
(shown in Fig. 6c) shows an increase in the X factor at all NH2 .
The line shows the X = NH2 /(70 K km s−1) relationship, which is
simply the H2 column density divided by the mean CO intensity
from this model. This line is a very good fit at log(NH2 ) ! 22, in-
dicating that at most densities the CO line emission is completely
saturated.

The models with lower metallicity and density (Figs 6b and d)
show a decreasing X factor with increasing density (as can also be
seen in Fig. 5). In this regime, an increase in the molecular density

is associated with a greater increase in CO line intensity, resulting
in a decrease in the X factor. Such a trend is also present at the
lowest densities of model n300 (Fig. 6a).

Given that W can have rather different distributions than NCO,
it comes as no surprise that the X factor does not neatly follow
from NCO. For clouds with high CO abundances, such as models
n300 and n1000, NCO is well correlated with NH2 , resulting in a
limited range in the distribution of the X factor. We have seen
that CO line saturation may not be discernible solely from the X
factor distributions, as evident from the similarity of the X factor
(normal) distributions of models n300 (with saturation occurring
only at the highest densities) and n1000 (which is close to fully
saturated). The relationship between X and NH2 (Fig. 6), however,
clearly demonstrates the saturation of the CO line. For the models
with lower density or metallicity, where the W–NH2 correlation is
rather complex, the X factor can have a large distribution and can
even have multiple peaks in its PDF (such as model n100, Fig. 5d).

4 D I S C U S S I O N A N D C O M PA R I S O N
TO OBSERVATIONS

4.1 The column density distributions: can CO observations
reveal lognormal PDFs?

Observed morphological characteristics, such as the density dis-
tribution, may be signatures of the internal dynamics of a cloud.
Numerous simulations have shown that the (3D) volume density
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Figure 1. Compilation of estimated X factors from a range of systems, shown as a function of surface density. Figure reproduced from
Tacconi et al. (2008).

Figure 2. Mean X factor in bins of gas surface density Σgas for 5 models. The X factor is averaged in different Σgasbins. The value
of X is plotted on the midpoint value of Σgas of each bin. Each model is identified by different colors and symbols (and labeled in the
legend). The large symbols shows the global (emission weighted) mean X factor and mean Σgas from each model.

This indicates that the X factor is dependent on three quan-
tities: the column density of H2, the peak CO intensity, and
the range in velocities. Due to the coupling between hydro-
dynamics, thermodynamics, and chemistry, TB is also de-
pendent on the velocity and density (as well as the kinetic
temperature). We aim to understand the relative contribu-
tion of each of these three properties of the MC. After assess-
ing the X factor from the original Milky Way MC model,
we alter one of these properties, while keeping the others
fixed, and recompute the X factor. In this manner, we can
identify the most important cloud properties responsible for
setting the X factor.

3 MODELING METHOD

3.1 Numerical Magnetohydrodynmics, Chemistry,

and Radiative Transfer

To investigate how MC characteristics affect the X factor,
we analyze magnetohydrodynamic (MHD) models of molec-
ular clouds that include a treatment of chemistry. We per-
form radiative transfer calculations on these numerical mod-
els, in order to solve for the CO level populations and com-
pute the emergent CO intensity. The ratio of the H2 column
density to the emergent CO intensity then gives the X factor
(Eqn. [1]).

The MHD grid-based models follow the evolution of
an initially fully atomic medium with constant density in
a (20 pc)3 periodic box. Thermodynamics is coupled with

c© 2010 RAS, MNRAS 000, 1–23

(Shetty, Glover, Dullemond, Klessen, MNRAS, 2011)

derived x-factor

low CO opacity

high CO opacity



Genzel et al. (2010)

next steps

• extend range of model 
parameters

- we are currently running 
starburst galaxies with higher 
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radiation field and/or 1000x 
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Fig. 3 (and also Fig. 2) we did not attempt to assign individual errors
(unlike K98a), since in our opinion essentially all uncertainties are
systematic in nature and apply to all data equally. This slope is in
very good agreement with the spatially resolved relation for nearby
spirals in Bigiel et al. (2008, green/orange/red-shaded region in the
left-hand panel of Fig. 3). The new data do not indicate a signifi-
cant steepening of the slope at surface densities of >102 M! pc−2,
neither at z ∼ 0 nor at z ≥ 1. Within the limited statistics of the
currently available data, we do not find a break in the slope near
102 M! pc−2, as proposed by Krumholz et al. (2009). The slope of
1.33 found by Krumholz et al. (2009) in the high-density limit is
marginally larger. A steeper slope in this regime (1.28 to 1.4) was
suggested earlier by the K98a starburst sample, but that analysis
included some mergers (see below) and the combined scatter of
both data sets suggests a 1σ uncertainty of ∼0.15, which makes the
difference in slope of 0.1–0.23 only marginally significant.

Low- and high-z SFGs overlap completely, again with the obvious
exception of EGS12012083 and BX389. The data in Fig. 3 suggest
that the KS relation in normal SFGs does not vary with redshift, in
agreement with the conclusions of Bouché et al. (2007) and Daddi
et al. (2010a,b).

In the right-hand panel of Fig. 3, we analyse the data with the
‘Elmegreen–Silk’ relation (see also K98a), which relates SFR sur-
face density to the ratio of gas surface density and global galaxy
dynamical time-scale. There is a reasonably good correlation as well
with a slope of slightly less than unity (0.84 ± 0.09). The scatter in
this relation (0.44 dex) is larger than in the surface density relation,
which may in part be attributable to the larger total uncertainties
in "molgas/τdyn, which we estimate to be ±0.32 dex (74 per cent).

Here and elsewhere, we computed the dynamical time-scale from
the ratio of the radius to the circular velocity vc. For the z > 1 SFGs
and SMGs we took R = R1/2 and applied a pressure correction to
the inclination-corrected rotation velocity vrot, vc = (v2

rot + 2σ 2)1/2,
where σ is the local 1D-velocity dispersion in the galaxy. This
relation is applicable to rotation-dominated, as well as pressure-
dominated galaxies. The slope we find is close to that of K98a,
who find a slope between 0.9 and 1. High-z SFGs have somewhat
higher "star formation than low-z galaxies (by 0.71 ± 0.21 dex) but the
difference is probably only marginally significant. A fit with unity
slope yields a star formation efficiency per dynamical time of 0.019
(±0.008). This is in agreement with 0.01, the value found by K98a
when corrected to a Chabrier IMF.

4.2 KS relation for luminous mergers

Fig. 4 summarizes our analysis of the luminous mergers at both low
and high z. The left-hand panel shows the case of applying the best
single common conversion factor determined from the observations
(αmerger ∼ 1, Section 2.6), such that mergers and SFGs now have
conversion factors that differ by a factor of 3.2. The slope of the
merger relation (1.1 ± 0.2) is consistent with that of the SFGs
(1.17). Again low- and high-z mergers lie plausibly on the same
relation. Independent of whether the merger slope is fit or forced to
be the same as that of the SFGs, the difference in SFR at a given
gas surface density between the two branches is ∼1.0 (±0.2) dex
(see also Bothwell et al. 2010).

As we have argued in Section 2.6, a Galactic conversion factor for
all luminous low- and high-z mergers is almost certainly excluded
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Figure 4. Molecular Kennicutt–Schmidt surface density relation for luminous z ∼ 0 and z ∼ 1–3.5 mergers (z ∼ 0 LIRGs/ULIRGs: magenta squares, z ≥ 1
SMGs: red squares). The left-hand panel shows their location in the KS plane along with the SFGs (at all z, open grey circles) from Fig. 3 if the a priori best
conversion factors for SFGs (α = αG) and mergers (α = αG/3.2) are chosen. The right-hand panel shows the same plot for the choice of a universal conversion
factor of α = αG for all galaxies in the data base. This was the choice in the K98a paper but leads to a significant overestimate of gas fractions in almost all
major mergers. The fits assign equal weight to all data points and uncertainties in brackets are 3σ formal fit errors. The crosses in the lower right denote the
typical total (statistical + systematic) 1σ uncertainty.

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 407, 2091–2108



• it has been proposed that molecule formation (H2, 
CO, etc.) is a prerequisite for star formation
(e.g. Schaye 2004; Krumholz & McKee 2005; Elmegreen 2007; Krumholz et al. 2009)

• the idea is that CO is a necessary coolant for collapse

• however, also C+ is a very efficient coolant!
(Glover & Clark 2011)

• to address this question, we performed dedicated 
simulations in Heidelberg

are molecules needed for star formation?



are molecules needed to form stars?

NO!  CII, CI, provide equal amounts of cooling to CO . . .
image from Simon Glover



are molecules needed for star formation?

no molecule formation

with full network

• presence of molecular gas has only 
very minor influence on ability of 
cloud to form stars

• C+ is equally efficient coolant in 
atomic phase as CO in molecular

• what is crucial is the ability of cloud 
to shield itself from interstellar 
radiation field 

• but clouds that are big/dense 
enough to shield themselves will be 
molecular!

this suggests that the correlation 
between H2 and star formation is
a coincidence

Glover & Clark (2011)



where is most energy lost?

images from Simon Glover

particles / cm2

total column



where is most energy lost?

images from Simon Glover

K km/s

12CO



where is most energy lost?

images from Simon Glover
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where is most energy lost?

images from Simon Glover

K km/s

C+
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decrease in spatial scale / increase in density 

• density

- density of ISM: few particles per cm3

- density of molecular cloud: few 100 particles per cm3

- density of Sun: 1.4 g /cm3

• spatial scale

- size of molecular cloud: few 10s of pc

- size of young cluster: ~ 1 pc

- size of Sun: 1.4 x 1010 cm

Andromeda (R. Gendler)

NGC 602 in LMC (Hubble)

Proplyd in Orion (Hubble)

Sun (SOHO)
Earth



decrease in spatial scale / increase in density 

• contracting force

-  only force that can do this compression
 is GRAVITY

• opposing forces

-  there are several processes that can oppose gravity

-  GAS PRESSURE

-  TURBULENCE

-  MAGNETIC FIELDS

-  RADIATION PRESSURE

Andromeda (R. Gendler)

NGC 602 in LMC (Hubble)

Proplyd in Orion (Hubble)

Sun (SOHO)
Earth



decrease in spatial scale / increase in density 

• contracting force

-  only force that can do this compression
 is GRAVITY

• opposing forces

-  there are several processes that can oppose gravity

-  GAS PRESSURE

-  TURBULENCE

-  MAGNETIC FIELDS

-  RADIATION PRESSURE

Andromeda (R. Gendler)

NGC 602 in LMC (Hubble)

Proplyd in Orion (Hubble)

Sun (SOHO)
Earth

Modern star formation 
theory is based on the 
complex interplay between 
all these processes.



•Jeans (1902): Interplay between 
self-gravity and thermal pressure
- stability of homogeneous spherical

density enhancements against 
gravitational collapse

- dispersion relation:

- instability when 

- minimal mass: 
 

early theoretical models

Sir James Jeans, 1877 - 1946
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•von Weizsäcker (1943, 1951)  and 
Chandrasekhar (1951): concept of
MICROTURBULENCE
- BASIC ASSUMPTION: separation of 

scales between dynamics and turbulence

lturb « ldyn

- then turbulent velocity dispersion contributes
to effective soundspeed:

-  Larger effective Jeans masses  more stability

- BUT: (1)  turbulence depends on k:

          (2) supersonic turbulence              usually

first approach to turbulence

S. Chandrasekhar, 
1910 - 1995
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C.F. von Weiszäcker, 
1912 - 2007



problems of early dynamical theory

•molecular clouds are highly Jeans-unstable,
yet, they do NOT form stars at high rate
and with high efficiency (Zuckerman & Evans 1974 conundrum)
(the observed  global SFE in molecular clouds is ~5%)
 something prevents large-scale collapse.

•all throughout the early 1990’s, molecular clouds
had been thought to be long-lived quasi-equilibrium
entities.

•molecular clouds are magnetized



•Mestel & Spitzer (1956): Magnetic
fields can prevent collapse!!!
- Critical mass for gravitational 

collapse in presence of B-field

- Critical mass-to-flux ratio
(Mouschovias & Spitzer 1976)
 

- Ambipolar diffusion can initiate collapse

magnetic star formation 
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• BASIC ASSUMPTION: Stars form from 
magnetically highly subcritical cores

• Ambipolar diffusion slowly 
increases (M/Φ): τAD ≈ 10τff

• Once (M/Φ) > (M/Φ)crit :
dynamical collapse of SIS

•  Shu (1977) collapse solution

•  dM/dt = 0.975 cs
3/G = const. 

• Was (in principle) only intended 
for isolated, low-mass stars

“standard theory” of star formation 

Frank Shu, 1943 -  

magnetic field



problems of “standard theory”

• Observed B-fields are weak, at most 
marginally critical (Crutcher 1999, Bourke et al. 
2001)

• Magnetic fields cannot prevent decay of 
turbulence
(Mac Low et al. 1998, Stone et al. 1998, Padoan & 
Nordlund 1999)

• Structure of prestellar cores
(e.g. Bacman  et al. 2000, Alves et al. 2001)

• Strongly time varying dM/dt
(e.g. Hendriksen et al. 1997, André et al. 2000)

• More extended infall motions than 
predicted by the standard model
(Williams & Myers 2000, Myers et al. 2000)

• Most stars form as binaries
(e.g. Lada 2006)

• As many prestellar cores as protostellar 
cores in SF regions (e.g. André et al 2002)

• Molecular cloud clumps are chemically 
young 
(Bergin & Langer 1997, Pratap et al 1997, Aikawa 
et al 2001)

• Stellar age distribution small (τff << τAD)
(Ballesteros-Paredes et al. 1999, Elmegreen 2000, 
Hartmann 2001)

• Strong theoretical criticism of the SIS as 
starting condition for gravitational 
collapse
(e.g. Whitworth et al 1996, Nakano 1998, as 
summarized in Klessen & Mac Low 2004)

• Standard AD-dominated theory is 
incompatible with observations 
(Crutcher et al. 2009, 2010ab, Bertram et al. 2011)

 (see e.g. Mac Low & Klessen, 2004, Rev. Mod. Phys., 76, 125-194)



Observed B-fields are weak

B versus N(H2 ) from Zeeman 
measurements.
(from Bourke et al. 2001)
 

→  cloud cores are magnetically 
      supercritical!!!

column density

ob
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rv
ed
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 (Φ/M)n > 1  no collapse 

 (Φ/M)n < 1  collapse



Crutcher et al. (2009)



Crutcher et al. (2009)

Field reversal in the outer parts. 
This is incompatible with “standard” 
ambipolar diffusion theory!



example: L1448

Crutcher et al. (2009)



example: L1448

Lunttila et al. (2008)

Mass-to-flux ratio in turbulent cores 3167

Figure 3. Logarithmic column density map computed along the LoS in the y-direction for an initial plasma β of β0 = 0.01 (i.e. for a very strong field, left-hand
panel) and β0 = 100 (i.e. for a very weak field, right-hand panel) at t = 2.0T . For β0 = 0.01, one can see the outstanding z-direction of the magnetic field,
while for β0 = 100, the magnetic field is so weak that turbulence can easily tangle the magnetic field lines, such that the overall density structure is rather
isotropic. Also labelled are the positions of 40 density peaks (dot in the middle of each circle), which fulfil our threshold condition and the maximum diameter
of the envelopes (circles).

Table 2. Mean, median and standard deviations in all directions of
the magnetic field component and |R| for 2563 cells for β0 = 0.01
and 100 for the PPP case, computed with our first analysis method
described in Section 2. From the top to bottom (separated by a line
space): values for different times, t = 2.0, 2.4 and 2.8T , respectively.
All values of B are given in µG and time in T .

Time LoS |BLoS| |B̃LoS| σ |B| |R| ˜|R| σ|R|

β0 = 0.01

x 10.3 9.3 7.5 4.0 2.2 6.4
2.0 y 7.1 5.7 5.6 3.8 2.6 3.9

z 46.2 46.0 7.6 2.8 2.7 1.1

x 7.5 5.8 5.9 4.2 2.2 6.3
2.4 y 8.4 7.8 6.3 4.9 2.5 8.3

z 46.0 46.0 8.1 2.8 2.7 1.2

x 8.5 8.0 6.2 4.4 2.0 9.5
2.8 y 8.1 7.0 6.5 4.3 2.6 9.6

z 46.0 46.4 9.5 2.7 2.5 1.1

β0 = 100

x 2.7 1.9 2.4 1.3 0.8 2.0
2.0 y 3.2 2.2 3.0 2.5 1.0 7.2

z 3.1 2.1 3.4 1.9 0.9 3.6

x 3.4 2.8 2.9 1.1 0.9 1.0
2.4 y 3.4 2.4 3.2 2.4 1.0 6.4

z 3.0 2.7 2.4 1.7 1.0 2.5

x 2.5 1.9 2.2 1.9 0.8 4.3
2.8 y 3.0 2.4 2.5 2.5 1.0 5.8

z 2.6 2.2 2.2 2.1 0.8 6.3

the four clouds from Crutcher et al. (2009), L1448CO, B217-2,
L1544 and B1, which fit into our general trend of increasing R
with increasing BLoS. However, the observed values are at the lower
end of our distribution. We do not find any significant differences
between the PPP and PP measurements. We also varied the number
of cells of core and envelope, as described in Section 2.2, but could
not find any significant change in the distribution of the clumps.

We might expect that the average values of the mean magnetic
field of the clumps shown in Fig. 4 should scale like BLoS,i/BLoS,j =√

β0,j /β0,i because β∝B−2, where i and j denote simulations with
different initial plasma β. Table 3 gives an overview of the average
values of the magnetic field, R, and their standard deviations and
medians. If we consider the z-direction, we should always obtain a
constant ratio of BLoS,i/BLoS,j =

√
10 ≈ 3.2, if i and j correspond

to β0 = 0.01 and 0.1, 0.1 and 1, and so on. Therefore, the ratio from
i = 0.01 to j = 0.1 is BLoS,0.01/BLoS,0.1 = 46.2/15.8 ≈ 3, which fits
well to our theoretically predicted value of 3.2. For the other ratios,
we get values of 1.7, 1.7 and 1.8. This discrepancy comes from the
fact that the magnetic field is amplified by the small-scale dynamo
(Brandenburg & Subramanian 2005) in cases of high initial β0, that
is, β is a function of time, as is the Alfvénic Mach number (see
Fig. 1).

3.4 Effect of field reversals on R

Let us now analyse the consequences of field reversals in our clumps
on the behaviour of our statistical quantity R for our first analysis
method. Fig. 5 shows the corresponding amount of field reversals for
each clump plotted in Fig. 4. Besides the fact that the distribution
of clumps in Fig. 5 qualitatively moves to lower magnetic field
strengths as we go to higher values of plasma β, we notice that
the standard deviation of B and |R| observed in the z-direction is
getting bigger for lower magnetic field strength, that is, for a higher
plasma β. This is caused by the fact that a weaker field cannot resist
as well against turbulence as strong magnetic fields; we therefore
measure more field reversals as we go to higher plasma β0 in the z-
direction. We also observe that for small magnetic fields in the LoS
(independent of any direction) we can identify more field reversals,
which means clumps with values of X ≈ 0.

3.5 Comparison of two different methods of computing R

In Section 2.3, we have described two different methods of com-
puting R for getting a statistical distribution of clumps in the B–R
scatter plot. Depending on how we average our values, we find

C© 2012 The Authors, MNRAS 420, 3163–3173
Monthly Notices of the Royal Astronomical Society C© 2012 RAS

Bertram et al. (2012)



example: L1448

Lunttila et al. (2008)

3168 E. Bertram et al.

Figure 4. Distribution of clumps in different LoS directions for (i) PPP and (ii) PP measurements and observed cores by Crutcher et al. (2009). From the
top to bottom: different values of β0 (β0 = 0.01, 0.1, 1, 10 and 100). From the left-hand to right-hand side: different time-steps (t = 2.0, 2.4 and 2.8T). The
initial magnetic field strength for β0 is marked with a vertical line. Plotted is the absolute value of R against the absolute value of the average of the magnetic
field components for a given LoS. In general, we observe a small value of |R| for small magnetic field strengths that might be caused by field reversals. The
stronger the magnetic field lines, the higher the value of |R|. For PPP and PP configurations, as well as for the three different times, we get statistically the
same distribution.

C© 2012 The Authors, MNRAS 420, 3163–3173
Monthly Notices of the Royal Astronomical Society C© 2012 RAS

Bertram et al. (2012)



Ralf Klessen:  Paris 03.04.2009(Mac Low, Klessen, Burkert, & Smith, 1998, PRL)

 ZEUS SPH

weak B strong B

MHD

HD HD

MHD

•  Timescale problem: Turbulence decays on 
   timescales comparable to the free-fall time τff 
   (E∝t−η with η≈1).  
   (Mac Low et al. 1998, 
     Stone et al. 1998,
     Padoan & Nordlund 1999)

•  Magnetic fields 
   (static or wave-
   like) cannot 
   prevent loss 
   of energy.

Molecular cloud dynamics

Sternwarte Bonn, 21. Jan. 2003



• BASIC ASSUMPTION:  
 

star formation is controlled by interplay between 
supersonic turbulence and self-gravity 

• turbulence plays a dual role:

- on large scales it provides support

- on small scales it can trigger collapse

• some predictions:

- dynamical star formation timescale τff

- high binary fraction

- complex spatial structure of 
embedded star clusters

- and many more . . .

gravoturbulent star formation

Mac Low & Klessen, 2004, Rev. Mod. Phys., 76, 125-194
McKee & Ostriker, 2007, ARAA, 45, 565
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energy source & scale 
NOT known
(supernovae, winds, 
spiral density waves?)

dissipation scale not known 
(ambipolar diffusion,  
molecular diffusion?)

turbulent cascade in the ISM

• scale-free behavior of turbulence 
in the range

• slope between -5/3 ... -2
• energy “flows” from large to small 

scales, where it turns into heat
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 molecular clouds 

σrms  ≈ several km/s
Mrms > 10
    L  > 10 pc
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 massive cloud cores 

σrms  ≈ few km/s        
Mrms ≈ 5
      L ≈ 1 pc 

dense 
protostellar 
cores 

σrms << 1 km/s         
Mrms ≤ 1   
     L ≈ 0.1 pc 

turbulent cascade in the ISM



dynamical SF in a nutshell

interstellar gas is highly inhomogeneous
gravitational instability

thermal instability 

turbulent compression (in shocks δρ/ρ ∝ M2; in atomic gas: M ≈ 1...3) 

cold molecular clouds can form rapidly in high-density regions at stagnation 
points of convergent large-scale flows 

chemical phase transition:  atomic  molecular
process is modulated by large-scale dynamics in the galaxy

inside cold clouds: turbulence is highly supersonic (M ≈ 1...20) 
→ turbulence creates large density contrast, 
    gravity selects for collapse 

⎯⎯⎯⎯→ GRAVOTUBULENT FRAGMENTATION 

turbulent cascade: local compression within a cloud provokes collapse  
formation of individual stars and star clusters 

 (e.g. Mac Low & Klessen, 2004, Rev. Mod. Phys., 76, 125-194)

 space
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Density structure of MC’s

(Motte, André, & Neri 1998)

molecular clouds 
are highly 
inhomogeneous

stars form in the 
densest and coldest 
parts of the cloud   

ρ-Ophiuchus cloud 
seen in dust 
emission

let‘s focus on 
a cloud core 
like this one



Evolution of cloud cores

How does this core evolve?
Does it form one single massive star or 
cluster with mass distribution? 

Turbulent cascade „goes through“ cloud 
core
--> NO scale separation possible 
--> NO effective sound speed  
Turbulence is supersonic!
--> produces strong density contrasts:
     δρ/ρ ≈ M2

--> with typical M ≈ 10 --> δρ/ρ ≈ 100!
many of the shock-generated fluctuations 
are Jeans unstable and go into collapse
-->  expectation: core breaks up and 
      forms a cluster of stars



Evolution of cloud cores

indeed ρ-Oph B1/2 contains several 
cores (“starless” cores are denoted by , cores 
with embedded protostars by )

(Motte, André, & Neri 1998)



Formation and evolution of cores

protostellar cloud cores form at  
stagnation point in convergent 
turbulent flows

if M > Mcrit ∝ρ-1/2 T3/2:       collapse & star formation

pf M < Mcrit ∝ρ-1/2 T3/2:           reexpansion after end of 
            external compression

typical timescale: t ≈ 104 ... 105 yr

(e.g. Vazquez-Semadeni et al 2005)



What happens to distribution of 
cloud cores?

Two exteme cases: 
(1)  turbulence dominates energy budget: 

α=Ekin/|Epot| >1
--> individual cores do not interact 
--> collapse of individual cores 
     dominates stellar mass growth 
--> loose cluster of low-mass stars

(2)  turbulence decays, i.e. gravity dominates: 
α=Ekin/|Epot| <1
--> global contraction 
--> core do interact while collapsing 
--> competition influences mass growth 
--> dense cluster with high-mass stars 

Formation and evolution of cores



turbulence creates a hierarchy of clumps



as turbulence decays locally, contraction sets in



as turbulence decays locally, contraction sets in



while region contracts, individual clumps collapse to form stars



while region contracts, individual clumps collapse to form stars



individual clumps collapse to form stars



individual clumps collapse to form stars



in dense clusters, clumps may merge while collapsing 
--> then contain multiple protostars

α=Ekin/|Epot| < 1



in dense clusters, clumps may merge while collapsing 
--> then contain multiple protostars



in dense clusters, clumps may merge while collapsing 
--> then contain multiple protostars



in dense clusters, competitive mass growth 
becomes important 



in dense clusters, competitive mass growth 
becomes important 



in dense clusters, N-body effects influence mass growth



low-mass objects may
become ejected --> accretion stops



feedback terminates star formation



result: star cluster, possibly with HII region



NGC 602 in the LMC: Hubble Heritage Image



• energy balance

- in molecular clouds: 

- kinetic energy ~ potential energy ~ magnetic energy > thermal energy 

- models based on HD turbulence misses important physics

- in certain environments (Galactic Center, star bursts), energy density 
in cosmic rays and radiation is important as well

• time scales 

- star clusters form fast, but more slowly than predicted by HD only
(feedback and magnetic fields do help)

- initial conditions do matter 
(turbulence does not erase memory of past dynamics) 

• star formation efficiency (SFE)

- SFE in gravoturbulent models is too high (again more physics needed) 

some concerns of simple model



• stars form from the complex interplay of self-gravity and a large number of 
competing processes (such as turbulence, B-field, feedback, thermal pressure)

• the relative importance of these processes depends on the environment

- prestellar cores --> thermal pressure is important
molecular clouds --> turbulence dominates

- massive star forming regions (NGC602): radiative feedback is important 
small clusters (Taurus): evolution maybe dominated by external turbulence  

• star formation is regulated by various feedback processes

• star formation is closely linked to global galactic dynamics (KS relation)

current status

/(Larson’s relation: σ    L1/2)}

Star formation is intrinsically a multi-scale and multi-physics 
problem, where it is difficult to single out individual processes. 
Simple theoretical approaches usually fail.  



Carina with HST

Star formation is intrinsically a multi-scale and multi-physics 
problem, where it is difficult to single out individual processes. 
Progress requires a comprehensive theoretical approach.

Carina Nebula, NGC 3372

This image is a composite of many separate exposures made by the ACS instrument on the Hubble Space 
Telescope along with ground-based observations. In total, three filters were used to sample narrow 
wavelength emission. The color results from assigning different hues (colors) to each monochromatic image. 
In this case, the assigned colors are:

CTIO: ([O III] 501nm)
blue
CTIO: (H-alpha+[N II] 658nm)
green
CTIO: ([S II] 672+673nm)
red
HST/ACS: F656N (H-alpha+[N II])
luminosity*



HH 901/902 in Carina with HST

Star formation is intrinsically a multi-scale and multi-physics 
problem, where it is difficult to single out individual processes. 
Progress requires a comprehensive theoretical approach.  



HH 901/902 in Carina with HST

• what processes determine the initial mass function (IMF) of stars?

• what are the initial conditions for star cluster formation?
how does cloud structure translate into cluster structure? 

• how do molecular clouds form and evolve?  

• what drives turbulence?

• what triggers / regulates star formation on galactic scales?

• how does star formation depend on metallicity? 
how do the first stars form?

• star formation in extreme environments (galactic center, starburst, etc.),
how does it differ from a more “normal” mode?

selected open questions



initial m
ass 

function



stellar mass fuction
stars seem to follow a universal 
mass function at birth --> IMF

(Kroupa 2002) Orion, NGC 3603, 30 Doradus 
(Zinnecker & Yorke 2007)



stellar mass fuction
BUT: maybe variations 
with galaxy type 
(bottom heavy in the 
centers of large ellipticals)

4 M. Cappellari et al.

Figure 1. The Virial Plane and it projections. The top two panels show the two main projections of the VP in the (MJAM,σe) and (MJAM, Rmax
e ) coordinates.

Overlaid are lines of constant σe = 50, 100, 200, 300, 400, 500 km s−1 (dashed blue), constant Rmax
e = 0.1, 1, 10, 100 kpc (dot-dashed red) and constant

Σe = 108, 109, 1010, 1011 M" kpc−2 (dotted black) predicted by the virial relation. The observed (MJAM, σe, Rmax
e ) points follow the relation so closely

that the coordinates provide a unique mapping on these diagram and one can reliably infer all characteristics of the galaxies from any individual projection. In
each panel the galaxies are coloured according to the (LOESS smoothed) log(M/L)JAM, as shown in the colour bar at the bottom. Moreover in all panels the
thick red line shows the ZOE relation given by equation (3), again projected according to the virial relationMJAM = 5.0 × σ2

eR
max
e /G. While the top two

panels contain different observable quantities, the bottom two panels merely apply a coordinate transformation to the quantities in the top two panels, to show
the effective phase space density feff ≡ 1/(σRe

2) and effective mass surface density Σe ≡ MJAM/(2πRe
2). Two galaxies stand out for being significantly

above the ZOE in the (MJAM,σe) and (MJAM,Σe) projections. The top one is NGC 5845 and the bottom one is NGC 4342.

3 PROJECTIONS OF THE VIRIAL PLANE

3.1 TotalM/L variations

We have shown in Paper XIX that the existence of the FP is almost
entirely due, with good accuracy, to a virial equilibrium condition
combined with a smooth variation in M/L. Once this is clarified,
the edge-on projection of the Virial Plane becomes uninteresting
from the point of view of the study of galaxy formation, as it merely
states an equilibrium condition satisfied by galaxies and it does not
encode any memory of the formation process itself. This is in agree-
ment with previous findings with simulations (Nipoti et al. 2003;
Boylan-Kolchin et al. 2006). All information provided by scaling
relations on galaxy formation is now encoded in the non edge-on
projections of the Virial Plane, and first of all in the distribution
ofM/L on that plane. In Paper XIX we also confirmed thatM/L
correlates remarkably tightly with σe (Cappellari et al. 2006). This
is especially true (i) for slow rotators, (ii) for galaxies in clusters
and (iii) at the high-end of the σe range. Here we look at the entire

Virial Plane and try to clarify the reason for these and other galaxy
correlations.

In a classic paper Bender et al. (1992) studied the distribution
of hot stellar systems in a three-dimensional space, they called κ
space, defined in such a way that one of the axes was empirically de-
fined to lie nearly orthogonal to the plane. This made it easy to look
at both the edge-on and face-on versions of the plane. In this paper,
thanks to the availability of state-of-the-art integral-field kinemat-
ics and the construction of detailed dynamical models, we can use
mass as one of the three variables (MJAM,σe, Re). We have shown
that in these variables the plane is extremely thin and follows the
scalar virial equationMJAM = 5.0 × σ2

eR
max
e /G within our tight

errors. This implies that any projection of the plane contains the
same amount of information, except for a change of coordinates.
Instead of looking at the plane precisely face-on, we decided to con-
struct special projections that correspond to physically-meaningful
and easy-to-interpret quantities.

c© 2012 RAS, MNRAS 000, 1–25

(Cappellari et al. 2012, Nature, 484, 485, Cappellari et al. 2012ab, MNRAS, submitted, 
also van Dokkum & Conroy 2010, Nature, 468, 940,  Wegner et al. 2012, AJ, 144, 78, and others)

from JAM (Jeans anisotropic multi 
Gaussian expansion) modeling

inferred excess of low-mass stars 
compared to Kroupa IMF

   



IMF

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



IMF

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores ???
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



there are different quantitative IMF based on turbulence

Padoan & Nordlund (2002, 2007)
Hennebelle & Chabrier (2008, 2009)
Hopkins (2012)
all relate the mass spectrum to statistical characteristics of the 
turbulent velocity fields 

different statistical approaches



there are different quantitative IMF based on turbulence

Padoan & Nordlund (2002, 2007)
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there are different quantitative IMF based on turbulence

Padoan & Nordlund (2002, 2007)
Hennebelle & Chabrier (2008, 2009)
Hopkins (2012)
all relate the mass spectrum to statistical characteristics of the 
turbulent velocity fields 

different statistical approaches
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ABSTRACT
Hennebelle & Chabrier attempted to derive the stellar initial mass function (IMF) as a con-
sequence of lognormal density fluctuations in a turbulent medium, using an argument similar
to Press & Schechter for Gaussian random fields. Like that example, however, the solution
there does not resolve the ‘cloud-in-cloud’ problem; it also does not extend to the large scales
that dominate the velocity and density fluctuations. In principle, these can change the results
at the order-of-magnitude level or more. In this paper, we use the results from Hopkins to
generalize the excursion set formalism and derive the exact solution in this regime. We argue
that the stellar IMF and core mass function (CMF) should be associated with the last-crossing
distribution, i.e. the mass spectrum of bound objects defined on the smallest scale on which
they are self-gravitating. This differs from the first-crossing distribution (mass function on
the largest self-gravitating scale) which is defined in cosmological applications and which,
Hopkins shows, corresponds to the giant molecular cloud (GMC) mass function in discs. We
derive an analytic equation for the last-crossing distribution that can be applied for an arbitrary
collapse threshold shape in interstellar medium and cosmological studies. With this, we show
that the same model that predicts the GMC mass function and large-scale structure of galaxy
discs also predicts the CMF – and by extrapolation stellar IMF – in good agreement with
observations. The only adjustable parameter in the model is the turbulent velocity power spec-
trum, which in the range p ≈ 5/3−2 gives similar results. We also use this to formally justify
why the approximate solution in Hennebelle & Chabrier is reasonable (up to a normalization
constant) over the mass range of the CMF/IMF; however, there are significant corrections
at intermediate and high masses. We discuss how the exact solutions here can be used to
predict additional quantities such as the clustering of stars, and embedded into time-dependent
models that follow density fluctuations, fragmentation, mergers and successive generations of
star formation.

Key words: galaxies: active – galaxies: evolution – galaxies: formation – galaxies: star
formation – cosmology: theory.

1 IN T RO D U C T I O N

The origin of the stellar initial mass function (IMF) is a question
of fundamental importance for the study of star formation, stellar
evolution and feedback, and galaxy formation. It is an input into a
huge range of models of all of these phenomena, and a necessary
assumption when deriving physical parameters from many obser-
vations. However, despite decades of theoretical study, it remains
poorly understood. A critical first step – although by no means a
complete description of the origin of the IMF – is understanding
the origin and form of the mass function (MF) of protostellar cores

!E-mail: phopkins@astro.berkeley.edu

[the core mass function (CMF)], specifically that of self-gravitating,
collapsing cores that will ultimately form stars.

Recently, Hennebelle & Chabrier (2008, hereafter HC08) pre-
sented a compelling argument for the physical origin of the
IMF shape, as a consequence of the CMF resulting from log-
normal density fluctuations in a turbulent medium. It is increas-
ingly clear that the density structure of the interstellar medium
(ISM) is dominated by supersonic turbulence over a wide range
of scales (e.g. Elmegreen & Scalo 2004; Mac Low & Klessen
2004; Scalo & Elmegreen 2004; McKee & Ostriker 2007), and
a fairly generic consequence of this is that the density distribution
converges towards a lognormal probability distribution function
(PDF), with a dispersion that scales weakly with Mach number
(e.g. Vazquez-Semadeni 1994; Padoan, Nordlund & Jones 1997;

C© 2012 The Author
Monthly Notices of the Royal Astronomical Society C© 2012 RAS



there are different quantitative IMF based on turbulence

Padoan & Nordlund (2002, 2007)
Hennebelle & Chabrier (2008, 2009)
Hopkins (2012)
all relate the mass spectrum to statistical characteristics of the 
turbulent velocity fields

there are alternative approaches

IMF as closest packing problem / sampling problem in fractal 
clouds (Larson 1992, 1995, Elmegreen 1997ab, 2000ab, 2002)

IMF as purely statistical problem
(Larson 1973, Zinnecker 1984, 1990, Adams & Fatuzzo 1996)

IMF from (proto)stellar feedback (Silk 1995, Adams & Fatuzzo 
1996)

IMF from competitive coagulation (Murray & Lin 1995, Bonnell et 
al. 2001ab, etc.)

different statistical approaches



combine scale free process  POWER LAW BEHAVIOR
- turbulence (Padoan & Nordlund 2002, Hennebelle & Chabrier   2008)
- gravity in dense clusters (Bonnell & Bate 2006, Klessen 2001)
- universality: dust-induced EOS kink insensitive to radiation 
  field (Elmegreen et al. 2008)

with highly stochastic processes  central limit theorem
 GAUSSIAN DISTRIBUTION
- basically mean thermal Jeans length (or feedback)
- universality: insensitive to metallicity (Clark et al. 2009, submitted) 

caveat: everybody gets the IMF!

+ =



caveat: everybody gets the IMF!

+ =

“everyone” gets the right IMF 
 better look for secondary indicators

stellar multiplicity 
protostellar spin (including disk)
spatial distribution + kinematics in young clusters
magnetic field strength and orientation 



caveat: dilatational vs. solenoidal

density pdf depends on 
“dimensionality” of driving

relation between width of pdf and Mach 
number

with b depending on ζ via

with ζ being the ratio of dilatational vs. 
solenoidal modes:

Federrath, Klessen, Schmidt (2008a)



caveat: dilatational vs. solenoidal

density pdf depends on 
“dimensionality” of driving
 is that a problem for the
     Krumholz & McKee model
     of the SF efficiency?

density pdf of compressive driving is 
NOT log-normal
 is that a problem for the 
     Padoan & Nordlund, or 
     Hennebelle & Chabrier 
     IMF model?

most “physical” sources should be 
compressive (convergent flows from 
spiral shocks or SN)

Federrath, Klessen, Schmidt (2008b)

good fit needs 3rd and 4th moment of 
distribution!



caveat: dilatational vs. solenoidal

density power spectrum 
differs between dilatational 
and solenoidal driving!

  dilatational driving 
     leads to break at 
     sonic scale!

can we use that to 
determine driving sources 
from  observations ?

Federrath, Klessen, Schmidt (2008b)

compensated density spectrum kS(k) shows
clear break at sonic scale. below that shock
compression no longer is important in shaping 
the power spectrum ... 



IMF

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive mass growth and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



example: model of Orion cloud
„model“ of Orion cloud:
15.000.000 SPH particles,
104 Msun in 10 pc, mass resolution 
0,02 Msun, forms ~2.500 
„stars“ (sink particles)

MASSIVE STARS
- form early in high-density 
  gas clumps (cluster center)
- high accretion rates,   
  maintained for a long time

LOW-MASS STARS
- form later as gas falls into 
  potential well
- high relative velocities
- little subsequent accretion

Bonnell & Clark  2008



Dynamics of nascent star cluster

Trajectories of protostars in a nascent dense cluster created by gravoturbulent fragmentation 
(from Klessen & Burkert 2000, ApJS, 128, 287)

in dense clusters protostellar interaction may be come important!



Mass accretion 
rates  vary with 
time and are 
strongly 
influenced by the 
cluster 
environment.

accretion rates in clusters

(Klessen 2001, ApJ, 550, L77;
also Schmeja & Klessen,
2004, A&A, 419, 405)
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ICs of star cluster formation

• key question:

- what is the initial density profile 
of cluster forming cores? how 
does it compare low-mass cores?

• observers answer:

- very difficult to determine!

‣ most high-mass cores have
some SF inside

‣ infra-red dark clouds (IRDCs)
are difficult to study

- but, new results with Herschel
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ICs of star cluster formation

• key question:

- what is the initial density profile of cluster forming cores? 
how does it compare low-mass cores?

• observers answer:

- very difficult to determine!

‣ most high-mass cores have
some SF inside

‣ infra-red dark clouds 
(IRDCs) are difficult to study

- but: new results 
with Herschel

IRDC observed with Herschel, Peretto et al. (2010) 

Peretto et al.: Mapping IRDCs with Herschel
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Fig. 1. (Left): Two color image of one of the 22 IRDCs analyzed
here. The blue is the 160 µm emission while the red and the
contours show the 250 µm .(Right): Spitzer 8 µm image of the
same IRDC on which we have overlaid the Herschel 250 µm
contours.

In total, Peretto & Fuller (2009) catalogued ⇧ 450 Spitzer
IRDCs in the 2 tiles of the Hi-GAL SDP fields, 75% of these
being in the l = 30⇤ tile. Checking each of these clouds by
eye, we identified 80 to 90% of these IRDCs seen in emission
with Herschel at long wavelengths, confirming that these are real
clouds, not caused by artifacts in the Spitzer 8 µm background.
For this study, we selected a subsample of 22 IRDCs (see Fig. 1),
with sizes ranging from 40⌃⌃to 180⌃⌃,1 all large enough to contain
at least one 500 µm beam (i.e., 36⌃⌃) and with a column density
peak derived from extinction such as Npeak

H2
⌅ 3 ⇥ 1022 cm�2,

which is high enough to clearly stand out of the Hi-GAL data
background. All images were resampled to a common pixel size
of 2⌃⌃. We excluded the W43 region because of its complex back-
ground structure (Bally & et al. 2010). Our selected sample is
clearly biased towards rather large and massive IRDCs.

3. Background emission towards the IRDC

The equation governing the emission I⇥ towards an IRDC in the
optically thin case is:

I⇥ = B⇥(T IRDC
d )

⇣
1 � e�⇤

IRDC
⇥

⌘
+ Iback
⇥ e�⇤

IRDC
⇥ + Ifore

⇥ (1)

= B⇥(T IRDC
d ) ⇥ ⇤IRDC

⇥ + Ibg
⇥ , (2)

where B⇥(T IRDC
d ) is the Planck function at the temperature of

the IRDC averaged along the line of sight, ⇤IRDC
⇥ is the opac-

ity of the IRDC at the corresponding frequency, and Ibg
⇥ is the

combined background and foreground emission, which is ap-
proximately independent of ⇤IRDC

⇥ in the optically thin limit.
Equation 2 shows that to calculate the opacity and temperature
for images at a range of wavelengths, the background emission
Ibg
⇥ at each wavelength needs first to be determined.

The full images show that a significant fraction of the total
flux is from large-scale extended emission (Molinari et al. 2010).
It is important to account for this emission to reliably map the
IRDC emission because fluctuations in this background could
otherwise be interpreted as structure in the IRDC. However

1 These sizes are those derived from the extinction and given in
Peretto & Fuller (2009). The sources are systematically larger in emis-
sion because the Hi-GAL data probes lower column density material.

Reconstructed 160µm background image Original 160µm image 

Fig. 2. Comparison of the original 160 µm image (left) with
the corresponding reconstructed background image (right). The
intensity scale is the same for both images. The reconstructed
background image has been smoothed to 36⌃⌃, the common reso-
lution used in for the SED fitting (cf Sects. 4 and 5). The contour
corresponds to the limit between IRDC and background derived
from the 500 µm data.

defining the background structure is not trivial. Since the cir-
rus noise decreases towards longer wavelengths (Gautier et al.
1992), we used the 500 µm image to define the boundaries of
each IRDC (The 350µm data, which are very similar but have
higherr angular resolution, were also used to confirm the bound-
ary of each IRDC.) The pixel flux distribution at 500 µm toward
IRDCs shows in most cases a well defined peak at low fluxes
and extended tail at larger fluxes corresponding to the IRDC.
The level to separate the background and IRDC was chosen to
be one standard deviation above the peak value, the standard de-
viation being calculated from only those pixels below the peak.
This procedure allows us to identify the pixels in the image as-
sociated with the IRDC, and those pixels containing only back-
ground emission (Fig. 2). This procedure works well, even for
small IRDCs, provided there are su⇥cient pixels to characterize
the background emission.

To take the background fluctuations into account, we recon-
structed at all wavelengths background images by interpolating
the background pixels at the position of the IRDC pixels. After
experimenting with various interpolation methods, we decided
to use an interpolation based on the nearest neighbors. However,
the interpolation method has little impact on the global physi-
cal properties since flux uncertainties are dominated by cirrus
noise at short wavelengths (cf. next paragraph) and calibration
uncertainties at longer wavelengths. In Fig. 2, we show the re-
constructed background images of the IRDC at 160 µm as well
as the original image on the same intensity scale. The most sig-
nificant feature of this background image is the important de-
crease in intensity on the left part of the image (as also seen at
250 µm ; Fig. 1), which is recovered well on the reconstructed
background image.

Uncertainties in these background images are obviously
higher at the center of the IRDCs, where pixels are further away
from a background pixel. To estimate this uncertainty, we com-
puted a two point flux di�erence for all background pixels as a
function of their angular separation, and this at each wavelength
(Fig. 3). As observed for all IRDCs, the uncertainties are much
higher at 160 µm than at 500 µm , justifying our choice of choos-
ing the latter for defining the IRDC boundaries. When the uncer-
tainties computed this way are higher than the 20% calibration
uncertainty, we used them on the flux measurement when per-
forming pixel by pixel SED fitting (cf. Sect. 4).

2



ICs of star cluster formation

• key question:

- what is the initial density profile of cluster forming 
cores? how does it compare low-mass cores?

• theorists answer:

- top hat (Larson Penston)

- Bonnor Ebert (like low-mass cores)

- power law ρ∝r -1 (logotrop)

- power law ρ∝r -3/2 (Krumholz, McKee, etc)

- power law ρ∝r -2 (Shu)

- and many more



different density profiles

• does the density profile matter?
.
.
.

• in comparison to 

- turbulence ...

- radiative feedback ...

- magnetic fields ...

- thermodynamics ...



different density profiles

• address question in simple numerical experiment

• perform extensive parameter study

- different profiles (top hat, BE, r-3/2, r-3)

- different turbulence fields

‣ different realizations

‣ different Mach numbers 

‣ solenoidal turbulence
dilatational turbulence
both modes

- no net rotation, no B-fields 
(at the moment)

Girichids, Federrath, Banerjee, Klessen (2011abc)



Girichids et al. (2011abc)



for the r-2 profile you need to crank up 
turbulence a lot to get some fragmentation!

M=3 M=6 M=12 M=18

Girichids et al. (2011abc)



ICs with flat inner density profile form 
more fragments

Girichids et al. (2011abc)

number of 
protostars



however, the real situation is very complex: 
details of the initial turbulent field matter 

Girichids et al. (2011abc)

number of 
protostars

very high Mach numbers are needed to make
SIS fragment



different density profiles

• different density profiles lead to very different 
fragmentation behavior

• fragmentation is strongly suppressed for very 
peaked, power-law profiles

• this is good, because it may explain some of the 
theoretical controversy, we have in the field  

• this is bad, because all current calculations are 
“wrong” in the sense that the formation process of 
the star-forming core is neglected. 

Girichids et al. (2011abc)



IMF

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN

(e.g. Larson 2003, Prog. Rep. Phys.; Mac Low & Klessen, 2004, Rev. Mod. Phys, 76, 125 - 194)



dependency on EOS

• degree of fragmentation depends on EOS!

• polytropic EOS: p ∝ργ
•  γ<1: dense cluster of low-mass stars
• γ>1: isolated high-mass stars
•   (see Li, Klessen, & Mac Low 2003, ApJ, 592, 975; also Kawachi & Hanawa 1998, Larson 2003)



dependency on EOS

(from Li, Klessen, & Mac Low 2003, ApJ, 592, 975)

γ=0.2 γ=1.0 γ=1.2

for γ<1 fragmentation is enhanced  cluster of low-mass stars
for γ>1 it is suppressed  formation of isolated massive stars



 (1)  p ∝ ργ        ρ ∝ p1/ γ 

 (2)  Mjeans ∝ γ3/2 ρ(3γ-4)/2 

how does that work?

• γ<1:  large density excursion for given pressure 
    〈Mjeans〉 becomes small

   number of fluctuations with M > Mjeans is large

• γ>1:  small density excursion for given pressure
   〈Mjeans〉 is large
   only few and massive clumps exceed Mjeans



EOS in different 

environments
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)

102Msun 1 Msun 10-2Msun

τ	  =	  1
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)

102Msun 1 Msun 10-2Msun

Z = 0

τ	  =	  1



Z = 0

τ = 1

(Larson 1985, Larson 2005)

γ = 1.1

γ = 0.7

present-day star formation



IMF in nearby molecular clouds

(Jappsen et al. 2005, A&A, 435, 611)

with ρcrit
 ≈ 2.5×105 cm-3 

at SFE  ≈ 50%

 need appropriate
 EOS in order to get
 low mass IMF right

                           
                



1796 OMUKAI, HOSOKAWA, & YOSHIDA Vol. 722

 1

 10

 100

 1000

 10000

 0  5  10  15  20

te
m

pe
ra

tu
re

 T
(K

)

number density log (nH (cm-3))

106Msun 104Msun 102Msun 1Msun 10-2Msun

10-4Msun

Z=0
[M/H]=-6

-5
-4
-3
-2
-1
0

Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
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gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

(Omukai et al. 2005, 2010)

EOS as function of metallicity
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(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its
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the low height on the Galactic plane (Z ∼ 1.0 kpc) may suggest a
Thick Disk orbit, this can be safely ruled out. The orbit solution
indicates that the star belongs to the Halo with the maximum
height above the galactic plane Zmax = 4.8 ± 0.4 kpc, the orbital
apocenter at Rmax = 9.6 ± 0.6 kpc, and is plunging towards the
Galactic centre, with orbital pericenter Rmin = 0.9± 0.1 kpc. See
Fig. 5. Adopting the proper motion values obtained in the previ-
ous section from the positions after 1990.0 we obtain a similar
orbit with a more extreme orbital pericenter Rmin = 0.4±0.1 kpc.
An even more extreme value of 0.2 ± 0.1 kpc is obtained in the
case we adopt a null value of the proper motion.

4.5. Abundances

Very few lines are measurable in the X-Shooter spectrum. The
Mg i-b triplet is not visible. Of the IR Ca ii triplet lines, only the
one at 854.2 nm is clearly visible, but it is contaminated by a
feature produced by the sky subtraction. Some Fe i lines can be
guessed, not really measured. The only clearly detectable line is
the Ca ii-K line at 393.3 nm. Its EW of 49.2 pm is consistent with
an abundance of [Ca/H]=–3.9. But the measured radial velocity
is of –30 km s−1, comparable to the X-Shooter UBV arm resolu-
tion of 7 900, meaning that the line is contaminated by the com-
ponent from the interstellar medium (ISM). From the X-Shooter
spectrum, we can deduce that this spectrum belongs to an ex-
tremely metal-poor star and put an upper limit on the metallicity
of about –4.0 respect to the solar metallicity.

The UVES spectrum resolves the stellar and IS components
of the Ca ii-K and Ca ii-H line (see Fig. 6). The EW of the stel-
lar Ca ii-K line is of 27.7 pm, corresponding to abundance of
[Ca/H]=–4.47. We do not take this line as abundance indicator,
because it is difficoult to disentangle the stellar and IS compo-
nent.

In the UVES spectrum we can see line of iron peak elements
(Fe i, Ni i) and α-elements (Mg i, Si i, Ca i, Ca ii, Ti ii). For the
light elements, Li and C-N, we could find no evident signature
in the spectra, so that we can provide only upper-limit.

For the abundance determination we rely on line profile fit-
ting, because some lines happen to be blended (sometimes sev-
eral lines of the same element) and some lines lie on the wings of
hydrogen lines. We computed grid of synthetic spectra, with the
effective temperature and gravity of the star, varying in [Fe/H] by
0.2 dex. We fitted the Fe i features to derive the 1D-LTE [Fe/H].
To derive the abundances of the other elements, we computed
grids of synthetic spectra, with [Fe/H] fixed, by varying the
abundance [X/Fe], of the element X by 0.2 dex, and then fitted
the line profiles.

4.6. The Li abundance

A 3D-NLTE (Sbordone et al. 2010) Li abundance of 2.2 (Spite
plateau) would imply in this star an EW for the Li doublet at
670.7 nm of about 4.7 pm. Such a feature should be visible in
the observed spectra, but no sign of the line is detectable in the
range. In the X-Shooter spectrum, taking into account its S/N
and resolution, we expect, according Cayrel’s formula (Cayrel
1988), that the limit for a feature to be visible is of about 1.5 pm
(3 × σ), that would correspond to a A(Li)=1.7, close to the Li
abundance derived for the cooler component of the binary sys-
tem CS 22876-32 (González Hernández et al. 2008). From the
S/N of the UVES spectrum (160) an upper limit on the EW of
0.1 pm implies A(Li)< 1.1 at 5×σ gives or A(Li)< 0.9 at 3×σ.

Fig. 6. The range of the Ca ii H and K lines. From top to bot-
tom, the SDSS, the X-Shooter, and the UVES spectrum (solid
black), overimposed the synthetic profile with metallicity -4.5,
α-enhanced by 0.4 dex (solid green).

This implies that the star is far below the Spite plateau. This
may be linked to the fact that, at extremely low metallicities,
the Spite plateau displays a “meltdown” (Sbordone et al. 2010)
i.e. an increased scatter and a lower mean Li abundance. This
meltdown is clearly shown in the two components of the ex-
tremely metal-poor binary system CS 22876-32 ([Fe/H]=–3.6,
the primary with effective temperature 6500K, the secondary
5900K), that show a different Li content (González Hernández
et al. 2008). The primary lies on the Spite plateau, while the sec-
ondary lies below at A(Li)= 1.8. The reasons for this meltdown
are not understood, it has been suggested that a Li depletion
mechanism, whose efficiency is metallicity dependent, could ex-
plain the observations. If this were the case, the Li abundance in
SDSS J102915+172927 would result from an efficient Li deple-
tion due to a combination of extremely low metallicity and rela-
tively low temperature. If the star were a horizontal branch star
(Hansen et al. 2011) it would be normal for it to be Li depleted.
However, we have already argued that low gravities, compati-
ble with an HB status, are ruled out. A sub-giant status should
not imply a large Li depletion. The absence of Li could be ex-
plained if SDSS J102915+172927 were a “blue straggler to be”
(Ryan et al. 2002). In this case we would expect a measurable
line broadening, due to rotation. In our UVES spectra we cannot
derive any line broadening above what is due to the instrumental
resolution, which is set by the seeing. Therefore all available evi-
dence suggests that SDSS J102915+172927 is in an evolutionary
status from the Main Sequence to the sub-giant branch.
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Table 4. SDSS J102915+172927. Abundances. [X/H] from fit is given for log g f from the line-list of LP.

Element [X/H]1D N lines SH A(X)!
+3Dcor. +NLTE cor. + 3D cor + NLTE cor

C ≤ −3.8 ≤ −4.5 G-band 8.50
N ≤ −4.1 ≤ −5.0 NH-band 7.86
Mg i −4.71 ± 0.11 −4.68 ± 0.11 −4.52 ± 0.11 −4.49 ± 0.12 5 0.1 7.54
Si i −4.27 −4.30 −3.93 −3.96 1 0.1 7.52
Ca i −4.72 −4.82 −4.44 −4.54 1 0.1 6.33
Ca ii −4.81 ± 0.11 −4.93 ± 0.03 −5.02 ± 0.02 −5.15 ± 0.09 3 0.1 6.33
Ti ii −4.75 ± 0.18 −4.83 ± 0.16 −4.76 ± 0.18 −4.84 ± 0.16 6 1.0 4.90
Fe i −4.73 ± 0.13 −5.02 ± 0.10 −4.60 ± 0.13 −4.89 ± 0.10 43 1.0 7.52
Ni i −4.55 ± 0.14 −4.90 ± 0.11 10 6.23
Sr ii ≤ −5.10 ≤ −5.25 ≤ −4.94 ≤ −5.09 1 0.01 2.92

For Mg i, Si i, Ca i, and Fe i, which are the minority species
in the model 5811/4.0/−4.5, the main non-LTE mechanism is
the overionization caused by superthermal radiation of non-
local origin below the thresholds of the levels with Eexc = 2.2-
4.5 eV (λthr = 2240-3450Å). In the extremely metal-poor at-
mosphere, deviations of the mean intensity of ionizing ultravi-
olet radiation from the Planck function are much larger com-
pared with that for the solar metallicity model (Fig. 9) result-
ing in much stronger departures from LTE. Figure 10 shows that
all the levels of Mg i, Ca i, and Fe i and the three lowest levels
of Si i are strongly underpopulated in the line formation layers
of the 5811/4.0/−4.5 model. Here, we use the departure coef-
ficients, bi = nNLTEi /nLTEi , where nNLTEi and nLTEi are the statis-
tical equilibrium and thermal (Saha-Boltzmann) number densi-
ties, respectively. Non-LTE leads to a weakening of the Mg i,
Si i, Ca i, and Fe i lines and positive non-LTE abundance correc-
tions ∆NLTE = log εNLTE− log εLTE. We comment on the obtained
results for individual species.

The observed Mg i lines arise in the transitions 3p 3P◦ -
3d 3D (382.9-383.8 nm) and 3p 3P◦ - 4s 3S (517.2, 518.3 nm).
For each line, the upper level is depleted to a lesser extent with
regard to its LTE population than is the lower level. Therefore,
the line is weaker compared with its LTE strength not only be-
cause of the general overionization (bl < 1), but also because of
rising the line source function (S lu % bu/bl Bν) above the Planck
function (Bν) in the line formation layers. Here, bu and bl are the
departure coefficients of the upper and lower levels, respectively.
All the investigated lines have similar non-LTE abundance cor-
rection at the level of +0.2 dex from the calculations with SH =
0.1 ( Table 5). As expected, the departures from LTE reduce in
case of increased H i collision rates (SH = 1).

The effect of bu/bl > 1 resulting in S lu > Bν is more promi-
nent for the only available line of silicon, Si i 390.5 nm. Its lower
level 3p 1S follows the ground state of Si i inside log τ5000 <
−1.5 due to collisional coupling, and it is strongly underpopu-
lated in the line formation layers. For the upper level 4s 1P◦, its
coupling to the high-excitation levels turns out stronger than a
coupling to the lower excitation levels, and it tends to follow the
continuum, Si ii. This explains why Si i 390.5 nm has a larger
non-LTE correction of ∆NLTE = 0.34 dex (SH = 0.1) compared to
the corresponding values for the Mg i lines and why ∆NLTE only
slightly reduces when move to SH = 1 (Table 5).

For the resonance line of Ca i at 422.6 nm, the non-LTE
mechanisms are very similar to that for the Mg i lines. Calcium
is the only element observed in SDSS J102915+172927 in two
ionization stages. Ca ii dominates the element number density
over atmospheric depths. Thus, no process seems to affect the

Ca ii ground-state population, and 4s keeps its thermodynamic
equilibrium value. The levels 3d and 4p follow the ground state
in deep layers, and their coupling is lost at the depths outside
log τ5000 < −1 where photon losses in the weakest line 849.8 nm
of the multiplet 3d − 4p start to become important. In these at-
mospheric layers, bu/bl < 1 is valid for each investigated line
of Ca ii resulting in dropping the line source function above the
Planck function and enhanced line absorption. For the resonance
line Ca ii 393.3 nm, departures from LTE occur only in the very
core and ∆NLTE amounts to −0.07 dex. Non-LTE correction is
larger in absolute value for the IR lines of multiplet 3d − 4p,
849.8, 854.2, and 866.2 because of the overpopulation of the
lower level.

In case of the Fe i lines, their weakening is mainly due to ove-
rionization. In SDSS J102915+172927, we measured only the
low-excitation Fe i lines, with Eexc = 0-1.5 eV. For each line, the
source function is quite similar to the Planck function for each
investigated line, because all the levels with Eexc = 0-4.5 eV be-
have similarly (Fig. 10). With very similar behavior of the depar-
ture coefficients for the lower levels, we calculated very similar
non-LTE corrections, as can be seen in Fig. 11. ∆NLTE varies be-
tween 0.29 and 0.36 dex in the calculations SH = 0.1. Similarly
to the Mg i lines, departures from LTE reduce significantly for
SH = 1.

Although only an upper limit was estimated for the Sr abun-
dance, we performed the non-LTE calculations for Sr ii with
[Sr/Fe] = −5.1. Non-LTE leads to weakened Sr ii 407.7 nm line,
and ∆NLTE amounts to 0.16 dex in case of pure electronic colli-
sions taken into account in SE calculations and decreases down
to 0.12 dex for SH = 1. For Ti ii, we estimated a non-LTE cor-
rection of –0.01 dex, assuming that the departures from LTE for
the investigated Ti ii lines are similar to that for the Fe ii lines of
similar excitation energy and equivalent width.

5. The ISM towards the star SDSSJ102915+172927
The interstellar feature is well modeled with one single compo-
nent model providing column density of log (Na i) = 12.11±0.01
cm−2 and log (Ca ii) = 12.02 ± 0.04 cm−2. The broadening of
the lines is of 7.3 ± 1.1 km s−1 in the Ca ii lines and of 5.2 ±
0.1 km s−1in Na i suggesting that the turbulence is the dominant
broadening factor and that the two ions do not sample precisely
the same material with the Ca ii lines tracing ionised gas not de-
tected in Na i.

The Na i column density is consistent with that observed to-
wards η Leo which at an angular distance of few degrees shows
log N(Na i)=12.08 cm−2.
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

102Msun 1 Msun 10-2Msun

τ	  =	  1

approach problem with high-resolution 
hydrodynamic calculations of central 
parts of high-redshift halos

• SPH (40 million particles)
• time-dependent chemistry (with dust)
• sink particles to model star formation
• external dark-matter potential
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its
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Fragmentation of star-forming clouds at very low metallicities 3

Fig. 1.—: Dependence of gas and dust temperatures on gas
density for metallicities 10−4, 10−5, and 10−6 and zero times
the solar value, calculated just before the first sink particle was
formed (see Table1). In red, we show the gas temperature,
and in blue the dust temperature. The dashed lines are lines
of constant Jeans mass.

3. ANALYSIS

3.1. Thermodynamical evolution of gas and dust
We have performed a set of four simulations for different

metallicities in order to test if dust can efficiently cool the gas
and change the fragmentation behavior. Since dust cooling is
consequence of inelastic gas-grain collisions, and these colli-
sions are more frequent for higher densities, we expect that its

cooling is more efficient at higher densities. The energy trans-
fer from gas to dust vanishes when they couple in temperature,
hence we also expect the cooling to cease when dust reaches
the gas temperature. In order to guide on the evaluation of the
effect of dust on the thermodynamic evolution of the gas and
verify these assumptions, we plot temperature and density for
the various metallicities tested in Figure 1. We compare the
evolution of the dust and gas temperatures in the simulations,
at the point of time just before the formation of the first sink
particle (see Table 1). The dust temperature (shown in blue)
varies from the CMB temperature in the low density region to
the gas temperature (shown in red) at much higher densities.

Changes in metallicity influence the the point in density
where dust cooling becomes efficient. For the Z = 10−4 Z"
case, dust cooling begins to be efficient at n ≈ 1011cm−3.
While for Z = 10−5 Z", the density where dust cooling be-
comes efficient is delayed until n ≈ 1013cm−3. For the Z
= 10−6 Z" case, dust cooling becomes important for n !
1014cm−3, preventing the gas temperature from getting higher
than 1500 K. For instance, the metal-free case reaches tem-
peratures of approximately 2000 K.

The efficiency of the cooling expressed in the temperature
drop also varies with metallicity. The gas temperature de-
creases to roughly 400 K in the 10−5 Z" simulation, and 200 K
in the Z = 10−4 Z" case. This temperature drop significantly
increases the number of Jeans masses present in the collaps-
ing region, making the gas unstable to fragmentation. The
dust and the gas temperatures couple for high densities, when
the compressional heating starts to dominate again over the
dust cooling. The subsequent evolution of the gas is close to
adiabatic.

When we compare our results to the calculations of Omukai
et al. (2010), we find good agreement with their 1D hydrody-
namical models, although we expected some small difference
due to effects of the turbulence and rotation (see Dopcke et al.,
2011) and also due to the use of different dust opacity models.

3.2. Heating and cooling rates.
The gas thermal evolution during the collapse takes differ-

ent paths depending on the metallicity, as expressed in the
density-temperature diagram (Figure 1). In order to explain
them, we take a closer look at the cooling and heating pro-
cesses involved.

In Figure 2 we show the main cooling and heating rates
divided into four panels for the different metallicities.

There are parts of the evolution where metallicity has no
important effect, such as for for n < 108cm−3, where PdV
heating dominates. For n > 108cm−3, H2 line cooling starts
to become important. And for densities as high as 1010cm−3,
heating and cooling processes are balanced for all cases.

The effect of the metallicity, and so the dust cooling, starts
to be seen for n ! 108cm−3. At n ≈ 8×109cm−3, for instance,
the two main coolants (dust and H2 line cooling) are compara-
ble to the two main heaters (H2 formation and PdV heating).
For all cases where dust was present, its cooling became the
most important thermal process at some point in the collapse.

These thermal processes affect the density-temperature di-
agram (Figure 1) in all cases, such as for n " 108cm−3, when
PdV heating dominates, the evolution is close to adiabatic.
When cooling and heating balance, for 108 " n/cm−3 " 1011,
the evolution is close to isothermal.

The other thermal processes play a minor role during the
collapse. For example, H2 dissociation cooling only becomes

[M/H] = -4
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Fig. 6.—: Sink particle mass function at the point when 4.7
M! of gas had been accreted by the sink particles in each sim-
ulation. To resolve the fragmentation, the mass resolution is
smaller than the Jeans mass at the point in the temperature-
density diagram where dust and gas couple and the compres-
sional heating starts to dominate over the dust cooling.

creating more sparse over-densities.

3.7. Mass accretion
The mass accreted by the sink particles varied within the

different metallicities, and changed the final IMF. This dif-
ferent accretion can also influence the expected accretion lu-
minosity. We did not take this thermal process into account
during the calculations, but it is relevant to speculate if it is
comparable to the other thermal processes, and necessary to
include in future simulations.

In Figure 10 we present accretion properties for the new-
born stellar systems. The top panel shows how the total mass
in sinks evolve with time, and the comparison for different Z.
The accretion rate varies from 0.02 to 0.17 M! yr−1, and it is
on average lower for the Z = 10−4 Z! case. The Z = 10−4 Z!
case accreted mass slower than the others, taking the longest
time to accrete 4.7M!.

In the bottom panel of Figure 10, we show the accretion
luminosity calculated by considering that all gas was accreted

Fig. 7.—: Timescales for fragmentation (bottom panel) and
accretion (middle panel), and also their fraction (top panel)
versus enclosed gas mass (Menc) for the metallicities tested.
The values were calculated just before the first sink particle
was formed.

Fig. 8.—: Timescales for fragmentation and accretion for dif-
ferent metallicities. t f rag(〈N/(dN/dt)〉) indicates the aver-
age for the number of sink particles (N) divided by the time
variation of that number, or the sink particle formation rate.
tacc(〈M/(dM/dt)〉) is the average accretion time, which is cal-
culated by dividing the total mass in sink particles dived by
the mass accretion rate.
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The mass accreted by the sink particles varied within the

different metallicities, and changed the final IMF. This dif-
ferent accretion can also influence the expected accretion lu-
minosity. We did not take this thermal process into account
during the calculations, but it is relevant to speculate if it is
comparable to the other thermal processes, and necessary to
include in future simulations.

In Figure 10 we present accretion properties for the new-
born stellar systems. The top panel shows how the total mass
in sinks evolve with time, and the comparison for different Z.
The accretion rate varies from 0.02 to 0.17 M! yr−1, and it is
on average lower for the Z = 10−4 Z! case. The Z = 10−4 Z!
case accreted mass slower than the others, taking the longest
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was formed.
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)
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Figure 1. Evolution of temperatures in prestellar cloud cores with metallicities
Z/Z! = 0, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1, and 1, as functions of the
number density, which is calculated by one-zone models. The dashed lines
indicate the constant Jeans masses. For those above 102 M! (below 1 M!), the
gas is assumed to be fully atomic (molecular) in drawing those lines.
(A color version of this figure is available in the online journal.)

3. PRESTELLAR COLLAPSE

Figure 2 presents the temperature evolution at the center of
the prestellar cores as a function of the number density. The
overall evolution is quite similar to that calculated by the one-
zone model (Figure 1), justifying the one-zone treatment for
the core evolution. There are, however, small disagreements,
in particular, at high densities and for low-metallicity cases.
We defer detailed discussion on these differences to later in
Section 3.4, but here describe which thermal processes control
the temperature evolution at each metallicity. The contribution
to the cooling and heating rates by individual processes are
presented in Figure 3 for different metallicities. This should be
compared with Figure 2 of O05, where similar plots for the
one-zone models are presented. In Figure 5, the effective ratio
of specific heat at the center, γ = d lnp/d lnρ, which gives
the variation of pressure in response to the density variation,
is shown for those cases. Note that γ − 1 equals the gradient
of the curve in Figure 2 for constant molecular weight. The
effective ratio of specific heat is an important index to examine
the dynamical response of self-gravitating clouds to thermal
evolution. For example, the clouds easily fragment as long as
γ < 1, while fragmentation is strongly prohibited for γ > 1 (Li
et al. 2003). Another critical value is γ = 4/3. If γ exceeds
this value, the dynamical collapse is halted as the pressure
overcoming the gravity, and a hydrostatic object is formed.

3.1. Thermal Evolution in the Metal-free Case

In this section, we review thermal evolution of the cloud core
of a metal-free gas. We then describe the effects of metallicity
later in Section 3.2. We focus on deviations from the metal-free
case. In the case of metallicity [M/H] = −6, metallicity effects
are so small that the temperature evolution is almost identical to
the metal-free one except for a slight offset at highest densities
(!1020 cm−3).

Let us summarize here the formation processes of H2, which
play a crucial role in the thermal evolution. The evolution of H2
concentrations is presented in Figure 4, along with those in the
cases with metals. Below ∼108 cm−3, H2 is formed by the H−
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Figure 2. Evolution of temperatures at the center of cloud cores during the
prestellar collapse for various metallicities. This is calculated by one-zone
model until 104 cm−3 (dotted vertical line) and by hydrodynamical models
for the higher density. The constant Jeans masses are indicated by the dashed
lines.
(A color version of this figure is available in the online journal.)

channel:

H + e → H− + γ , (9)
H− + H → H2 + e, (10)

catalyzed by a small amount of remaining electrons. With
their recombination proceeding, the H− channel is quenched
and the amount of formed H2 saturates at ∼10−3 (Figure 4).
After this plateau, the H2 abundance begins to increase again at
∼108 cm−3 via the three-body H2 formation:

2H + H → H2 + H (11)

and
2H + H2 → H2 + H2. (12)

All the hydrogen is converted to the molecular form via this
channel by the density ∼1011 cm−3.

Next, let us see the cooling and heating processes
(Figure 3(a)). Until very high density ∼1019–1020 cm−3 is
reached, cooling and heating are always almost balanced, so
that the evolution is nearly isothermal with temperature differ-
ing only by a small factor whereas density increases by many
orders of magnitudes. The effective ratio of specific heat γ re-
mains below 4/3, but is above 1 in this period except for brief
intervals around 109 cm−3 and 1011 cm−3, where γ falls slightly
below unity (Figure 5(a)). The heating is owing to the compres-
sion, but for 109–1012 cm−3, where the H2-formation heating
associated with the three-body reaction (Equation (11) below)
dominates. For the cooling, the H2-line emission contributes
most until ∼1013 cm−3, although some lines become optically
thick at ∼1011 cm−3 and this suppresses the cooling rate grad-
ually toward a higher density. The steep decline of the H2 line-
cooling rate at 1016 cm−3 is due to the H2 collision-induced
continuum absorption. Another molecular species in the metal-
free gas, HD, is known to play an important role in cooling
if a metal-free gas is once ionized (Uehara & Inutsuka 2000;
Nagakura & Omukai 2005; Greif & Bromm 2006; Yoshida et al.
2007; McGreer & Bryan 2008). In our case, however, it only
contributes comparably to H2 at a brief period at ∼104 cm−3.

With gradual increase of temperature, the balance of chemical
equilibrium between the H2 formation (Equation (11)) and its

EOS as function of metallicity

(Omukai et al. 2005, 2010)
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Z = 0• slope of EOS in the density range 5 
cm-3 ≤ n ≤ 16 cm-3 is γ≈1.06.

• with non-zero angular momentum, 
disk forms.

• disk is unstable against frag- 
mentation at high density



• most current numerical 
simulations of Pop III star 
formation predict very 
massive objects
(e.g.  Abel et al. 2002, Yoshida et al. 2008, 

Bromm et al. 2009)

• similar for theoretical 
models (e.g. Tan & McKee 2004)

• there are some first hints 
of fragmentation, however
(Turk et al. 2009, Stacy et al. 2010)

“classical” picture

(so-called ‘minihaloes’; M8, solar mass). In the standard CDM
model, the minihaloes that were the first sites for star formation
are expected to be in place at redshift z< 20–30, when the age of
the Universe was just a few hundred million years14. These systems
correspond to (3–4)s peaks in the cosmic density field, which is
statistically described as a Gaussian random field. Such high-density
peaks are expected to be strongly clustered15, and thus feedback
effects from the first stars are important in determining the fate of
the surrounding primordial gas clouds. It is very likely that only one
star can be formed within a gas cloud, because the far-ultraviolet
radiation from a single massive star is sufficient to destroy all the
H2 in the parent gas cloud16,17. In principle, a cloud that formed one
of the first stars could fragment into a binary or multiple star sys-
tem18,19, but simulations based on self-consistent cosmological initial
conditions do not show this20. Although the exact number of stars per
cloud cannot be easily determined, the number is expected to be
small, so that minihaloes will not be galaxies (see Box 1).

Primordial gas clouds undergo runaway collapse when sufficient
mass is accumulated at the centre of a minihalo. The minimummass
at the onset of collapse is determined by the Jeans mass (more pre-
cisely, the Bonnor–Ebert mass), which can be written as:

MJ<500M8
T

200

! "3=2 n

104

# ${1=2
ð1Þ

for an atomic gas with temperature T (in K) and particle number
density n (in cm23). The characteristic temperature is set by the
energy separation of the lowest-lying rotational levels of the trace
amounts of H2, and the characteristic density corresponds to the
thermalization of these levels, above which cooling becomes less
efficient12. A number of atomic andmolecular processes are involved
in the subsequent evolution of a gravitationally collapsing gas. It has
been suggested that a complex interplay between chemistry, radiative
cooling and hydrodynamics leads to fragmentation of the cloud21,
but vigorous fragmentation is not observed even in extremely high-
resolution cosmological simulations11–13,20,22. Interestingly, however,
simulations starting from non-cosmological initial conditions have
yielded multiple cloud cores19,23. It appears that a high initial degree
of spin in the gas eventually leads to the formation of a disk and its
subsequent break-up. It remains to be seen whether such conditions
occur from realistic cosmological initial conditions.

Although the mass triggering the first runaway collapse is well-
determined, it provides only a rough estimate of the mass of the star(s)
to be formed. Standard star-formation theory predicts that a tiny proto-
star forms first and subsequently grows by accreting the surrounding gas
to become a massive star. Indeed, the highest-resolution simulations of
first-star formation verify that this also occurs cosmologically20 (Fig. 1).
However, the ultimatemass of the star is determinedbothby themass of
the cloud out of which it forms and by a number of feedback processes
that occur during the evolution of the protostar. In numerical simula-
tions, the finalmass of a population III star is usually estimated from the
density distribution and velocity field of the surrounding gas when the
first protostellar fragment forms, but thismaywell be inaccurate even in
the absence of protostellar feedback. Whereas protostellar feedback
effects are well studied in the context of the formation of contemporary
stars24, they differ in several important respects in primordial stars25.

First, primordial gas does not contain dust grains. As a result,
radiative forces on the gas are much weaker. Second, it is generally
assumed that magnetic fields are not important in primordial gas
because, unless exotic mechanisms are invoked, the amplitudes of
magnetic fields generated in the early Universe are so small that they
never become dynamically significant in primordial star-forming
gas26. Magnetic fields have at least two important effects in contem-
porary star formation: they reduce the angular momentum of the gas
outofwhich stars form, and theydrive powerful outflows that disperse
a significant fraction of the parent cloud. It is likely that the pre-stellar
gas has more angular momentum in the primordial case, and this is
borne out by cosmological simulations. Third, primordial stars are

much hotter than contemporary stars of the same mass, resulting in
significantly greater ionizing luminosities27.

State-of-the-art numerical simulations of the formation of the first
(population III.1) stars represent a computational tour de force, in
which the collapse is followed from cosmological (comoving mega-
parsec) scales down to protostellar (sub-astronomical-unit) scales,
revealing the entire formationprocess of a protostar.However, further
growth of the protostar cannot be followed accurately without imple-
menting additional radiative physics. For now, inferring the sub-
sequent evolution of the protostar requires approximate analytic
calculations. By generalizing a theory for contemporary massive-star
formation28, it is possible to approximately reproduce the initial con-
ditions found in the simulations and to then predict the growth of the
accretion disk around the star29. Several feedback effects determine the
final mass of a first star25: photodissociation of H2 in the accreting gas
reduces the cooling rate, but does not stop accretion. Lyman-a radi-
ation pressure can reverse the infall in the polar regions when the
protostar grows to 20–30 M8, but cannot significantly reduce the
accretion rate. The expansion of the H II region produced by the large
flux of ionizing radiation can significantly reduce the accretion rate
when the protostar reaches 50–100M8, but accretion can continue in
the equatorial plane. Finally, photoevaporation-drivenmass loss from
the disk30 stops the accretion and fixes themass of the star (see Fig. 2).
The finalmass depends on the entropy and angularmomentumof the
pre-stellar gas; for reasonable conditions, themass spans 60–300M8.

A variety of physical processes can affect and possibly substantially
alter thepicture outlined above.Magnetic fields generated through the
magneto-rotational instability may become important in the proto-
stellar disk31, although their strength is uncertain, and may play an
important role in the accretion phase18. Cosmic rays and other
external ionization sources, if they existed in the early Universe, could
significantly affect the evolution of primordial gas32. A partially
ionized gas cools more efficiently because the abundant electrons
promoteH2 formation. Such a gas cools to slightly lower temperatures
than a neutral gas can, accentuating the fractionation of D into HD so
that cooling by HD molecules becomes important33–36.

300 pc 5 pc

10 AU

a  Cosmological halo b  Star-forming cloud

c  Fully molecular partd  New-born protostar

25 R .

Figure 1 | Projected gas distribution around a primordial protostar. Shown
is the gas density (colour-coded so that red denotes highest density) of a
single object on different spatial scales. a, The large-scale gas distribution
around the cosmological minihalo; b, a self-gravitating, star-forming cloud;
c, the central part of the fully molecular core; and d, the final protostar.
Reproduced by permission of the AAAS (from ref. 20).
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Fig. 3.—: Number density maps for a slice through the high
density region for Z = 10−4 Z" (top), 10−5 Z", 10−6 Z", and
0 (bottom). The image shows a sequence of zooms in the
density structure in the gas immediately before the formation
of the first protostar.

Fig. 4.—: Enclosed gas mass divided by Bonnor-Ebert mass
versus radius for different metallicities. The values were cal-
culated at the time just before the first sink was formed and the
center is taken to be the position of the densest SPH particle.

more flat mass distribution.
Now we can compare the predicted values before sink for-

mation started, with the final accretion and fragmentation
timescales. Figure 8 shows the timescales for fragmentation
and accretion for different metallicities on the end of the cal-
culations. The mean fragmentation time, and the mean accre-
tion time explain the difference in the sink particle mass distri-
bution in Figure 6. For Z ≤ 10−5 Z", the fragmentation time is
always higher than the accretion time, indicating that the sink
particles will accrete faster than they can be generated, result-
ing in a more flat mass distribution. When the fragmentation
time is higher than the accretion time (for Z = 10−4 Z"), the
gas rather fragments, than moves to the center and is accreted.
As a consequence, more mass goes into the low-mass objects,
when compared to the high-mass ones. This behavior agrees
well with the predictions from before fragmentation started,
shown in Figure 7.

3.6. Radial mass distribution
Another property of the star-forming cloud that we ob-

served to vary in our calculations is the mass spacial distri-
bution. The dependence of the enclosed gas and sink mass on
the distance from the sinks center of mass, for the different
Z, is show in Figure 9. The Z = 0 case has almost all the
sink particle mass in r < 8AU. The gas density for this case is
also higher in this region, when compared to the other metal-
licities, showing that the gas and sink particles mass density
follow each other. In the Z = 0 simulation, there is ∼80% of
the mass in sinks within 8 AU from the center of mass. And
for the other cases, this happens for radius ∼ 30AU. For ra-
dius bigger than 150 AU, the gas becomes the most massive
component, for all Z.

This more concentrated gas and sink mass towards the cen-
ter happens probably because for the Z = 0 case, the gas had
higher temperatures in the central region. And so there was
less influence by turbulent and rotational motions, which were

4 Greif et al.

Fig. 2.— Density, velocity, pressure, and temperature of the
shocked gas after 1 Myr. Black dots represent the test simulation,
while the grey (green) lines show the dimensionalized ST solu-
tion. Apart from deviations caused by higher-order shocks and
kernel smoothing, the simulation reproduces the analytic profiles
relatively well.

(DM and gas). We initialize the simulation at z = 100
deep in the linear regime, and for this purpose adopt
a concordance Λ cold dark matter (ΛCDM) cosmology
with the following parameters: matter density Ωm =
1−ΩΛ = 0.3, baryon density Ωb = 0.04, Hubble param-
eter h = H0/

°
100 km s−1 Mpc−1

¢
= 0.7, spectral index

ns = 1.0, and a top-hat fluctuation power σ8 = 0.9 (e.g.,
Spergel et al. 2003). Initial density and velocity pertur-
bations are imprinted according to a Gaussian random
field, and grow proportional to the scale factor until the
onset of nonlinearity. At this point the detailed chemi-
cal evolution of the gas becomes crucial, and we apply
the same chemical network as in Johnson et al. (2007) to
track the abundances of H, H+, H−, H2, H+

2 , He, He+,
He++, and e−, as well as the five deuterium species D,
D+, D−, HD and HD−. All relevant cooling mechanisms
in the temperature range 10−108 K are implemented, in-
cluding H and He resonance processes, bremsstrahlung,
inverse Compton, and molecular cooling for H2 and HD.
Metal cooling does not become important for the entire
lifetime of the SN remnant, yet we postpone a more de-
tailed discussion of this issue to §5. We do not take into
account the emission of radiation by the post-shock gas,
which acts to create a thin layer of fully ionized material
ahead of the shock and suppresses molecule formation
(e.g., Shull & McKee 1979; Shapiro & Kang 1987; Kang
& Shapiro 1992), since (a) the SN remnant expands into
an H ii region, and (b) we find that molecule formation
becomes important only at late times, when the post-
shock gas has cooled to 104 K (see §3.4).

With these ingredients, the first star forms in a halo of
Mvir � 5 × 105 M⊙ and rvir � 100 pc at z � 20 in the
canonical fashion (e.g., Bromm et al. 1999, 2002; Abel et
al. 2002). We determine its location by identifying the
first particle that reaches a density of nH = 104 cm−3. At
this point the gas ‘loiters’ around a temperature of 200 K
and typically attains a Jeans mass of a few 103 M⊙ before

Fig. 3.— The hydrogen number density averaged along the line
of sight in a slice of 10/h kpc (comoving) around the first star,
forming in a halo of total mass Mvir � 5 × 105 M⊙ at z � 20.
Evidently, the host halo is part of a larger conglomeration of less
massive minihalos, and subject to the typical bottom-up evolution
of structure formation.

further collapsing (e.g., Bromm et al. 2002; Glover 2005).
For simplicity, we assume that such a clump forms a sin-
gle star, and find that its location is reasonably well re-
solved by the minimum resolution mass, Mres � 500 M⊙.
In Figure 3, we show the hydrogen number density in the
x-y and y-z plane, centered on the formation site of the
first star. Evidently, the host halo is part of a larger
overdensity that will collapse in the near future and lead
to multiple merger events. This behavior is characteris-
tic of bottom-up structure formation, and our simulation
therefore reflects a cosmological environment typical for
these redshifts.

2.4.2. H ii Region

The treatment of the H ii region around the star
is crucial for the early and late time behavior of the
SN remnant. The photoevaporation of the host mini-
halo greatly reduces the central density and extends the
energy-conserving ST phase, whereas after an intermedi-
ate stage the enhanced pressure in the H ii region leads to
an earlier transition to the final, momentum-conserving
phase. Additionally, the shock fulfills the stalling crite-
rion, i.e. ṙsh = cs, where cs is the sound speed of the
photoheated IGM, much earlier in the H ii region com-
pared to previously unheated gas. We have found that
neglecting the presence of the H ii region around the star,
extending well into the IGM, leads to a final shock radius
a factor of 2 larger, which demonstrates its importance
for the long-term evolution of the SN remnant.

To determine the size and structure of the H ii region,
we proceed analogously to Johnson et al. (2007). In de-
tail, we initially photoheat and photoionize a spherically
symmetric region surrounding the star up to a maximum
distance of 200 pc, where we find a neighbouring mini-
halo. We determine the necessary heating and ionization
rates by using the properties of a 200 M⊙ Pop III star

(Greif et al., 2007, ApJ, 670, 1)

successive zoom-in calculation from 
cosmological initial conditions (using 
SPH and new grid-code AREPO)

(Greif et al. 2011, ApJ, 737, 75, Greif et al. 2012, MNRAS, 424, 399, 
Dopcke et al. 2012, ApJ submitted, arXiv1203.6842)
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Fig. 3.—: Number density maps for a slice through the high
density region for Z = 10−4 Z" (top), 10−5 Z", 10−6 Z", and
0 (bottom). The image shows a sequence of zooms in the
density structure in the gas immediately before the formation
of the first protostar.

Fig. 4.—: Enclosed gas mass divided by Bonnor-Ebert mass
versus radius for different metallicities. The values were cal-
culated at the time just before the first sink was formed and the
center is taken to be the position of the densest SPH particle.

more flat mass distribution.
Now we can compare the predicted values before sink for-

mation started, with the final accretion and fragmentation
timescales. Figure 8 shows the timescales for fragmentation
and accretion for different metallicities on the end of the cal-
culations. The mean fragmentation time, and the mean accre-
tion time explain the difference in the sink particle mass distri-
bution in Figure 6. For Z ≤ 10−5 Z", the fragmentation time is
always higher than the accretion time, indicating that the sink
particles will accrete faster than they can be generated, result-
ing in a more flat mass distribution. When the fragmentation
time is higher than the accretion time (for Z = 10−4 Z"), the
gas rather fragments, than moves to the center and is accreted.
As a consequence, more mass goes into the low-mass objects,
when compared to the high-mass ones. This behavior agrees
well with the predictions from before fragmentation started,
shown in Figure 7.

3.6. Radial mass distribution
Another property of the star-forming cloud that we ob-

served to vary in our calculations is the mass spacial distri-
bution. The dependence of the enclosed gas and sink mass on
the distance from the sinks center of mass, for the different
Z, is show in Figure 9. The Z = 0 case has almost all the
sink particle mass in r < 8AU. The gas density for this case is
also higher in this region, when compared to the other metal-
licities, showing that the gas and sink particles mass density
follow each other. In the Z = 0 simulation, there is ∼80% of
the mass in sinks within 8 AU from the center of mass. And
for the other cases, this happens for radius ∼ 30AU. For ra-
dius bigger than 150 AU, the gas becomes the most massive
component, for all Z.

This more concentrated gas and sink mass towards the cen-
ter happens probably because for the Z = 0 case, the gas had
higher temperatures in the central region. And so there was
less influence by turbulent and rotational motions, which were

successive zoom-in calculation from 
cosmological initial conditions (using 
SPH and new grid-code AREPO)

what is the time 
evolution of 
accretion disk 
around first star 
to form?

(Greif et al. 2011, ApJ, 737, 75, Greif et al. 2012, MNRAS, 424, 399, 
Dopcke et al. 2012, ApJ submitted, arXiv1203.6842)



(Clark et al. 2011b, Science, 331, 1040)

Figure 1: Density evolution in a 120 AU region around the first protostar, showing the build-up
of the protostellar disk and its eventual fragmentation. We also see ‘wakes’ in the low-density
regions, produced by the previous passage of the spiral arms.
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important disk parameters

Figure 2: Radial profiles of the disk’s physical properties, centered on the first protostellar core
to form. The quantities are mass-weighted and taken from a slice through the midplane of the
disk. In the lower right-hand plot we show the radial distribution of the disk’s Toomre parameter,
Q = cs�/⇥G�, where cs is the sound speed and � is the epicyclic frequency. Beause our disk
is Keplerian, we adopted the standard simplification, and replaced � with the orbital frequency.
The molecular fraction is defined as the number density of hydrogen molecules (nH2), divided
by the number density of hydrogen nuclei (n), such that fully molecular gas has a value of 0.5
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Figure 2: Radial profiles of the disk’s physical properties, centered on the first protostellar core
to form. The quantities are mass-weighted and taken from a slice through the midplane of the
disk. In the lower right-hand plot we show the radial distribution of the disk’s Toomre parameter,
Q = cs�/⇥G�, where cs is the sound speed and � is the epicyclic frequency. Beause our disk
is Keplerian, we adopted the standard simplification, and replaced � with the orbital frequency.
The molecular fraction is defined as the number density of hydrogen molecules (nH2), divided
by the number density of hydrogen nuclei (n), such that fully molecular gas has a value of 0.5
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Toomre Q:

instability for Q<1



similar study with very different numerical method (AREPO)

one out of five halos

(Greif et al. 2011a, ApJ)



expected mass spectrum
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(Greif et al. 2011, ApJ, 737, 75, also Dopcke et al. 2012 ApJ submitted, arXiv1203.6842)

we see “flat” 
mass spectrum



expected mass spectrum

• expected IMF is flat and covers a wide range of masses
• implications

- because slope > -2, most mass is in massive objects 
as predicted by most previous calculations

- most high-mass Pop III stars should be in binary systems
--> source of high-redshift gamma-ray bursts

- because of ejection, some low-mass objects (< 0.8 M⦿)
might have survived until today and could potentially be 
found in the Milky Way

• consistent with abundance patterns found 
in second generation stars
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Figure 4. Mass abundance of He, O, Si, and Fe in Z = 0 (top) and 10−4 Z" (bottom) 25 M" stars after the end of RT-driven mixing. The snapshots are of the simulation
at 3.1 × 104 s, 6.3 × 104 s, and 2.7 × 104 s for z25B, z25D, and z25G, and 1.4 × 104 s, 5.3 × 104 s, and 1.2 × 105 s for models u25B, u25D, and u25G, respectively.
Red Z = 0 stars again show much more mixing than blue Z = 10−4 Z" stars, although it is not as extreme as in the 15 M" models, in which the difference in outer
radius between the z- and u-series progenitors was greater. Mixing again rises with explosion energy, which is 0.6, 1.2, 2.4 Bethe from left to right across the panels.
Spurious jetting is also visible along the y- and x-axes in the u-series models. Like the 15 M" stars shown in Figure 3, both mixing and the amplitudes of the RT
instabilities clearly increase with explosion energy at both metallicities.

more mixing in the internal layers than higher-mass models.
The z-series SNe have far more mixing than u-series SNe. SNe
with higher explosion energies exhibit more mixing and less
fallback than SNe with lower explosion energies. In particular,
the B series SNe with subnormal explosion energies, 0.6 Bethe
instead of the canonical 1.2 Bethe, eject almost no iron with the
exception of model z15B.

The z-series models all show more mixing than their u-series
counterparts. The 25 M" models show the most mixing of the
models in the u-series, while the 40 M" u-series runs show the
smallest degree of mixing. All the 40 M" models experience a
great deal of fallback, but the u-series models show the most
because they are more compact. The higher explosion energy
models exhibit less fallback.

4.3.5. Comparison with Kepler Estimations of Mixing

The large one-dimensional surveys of SNe derive final esti-
mates of elemental yields by artificially mixing the layers of
the SN after explosive nucleosynthesis is complete. Surveys
employing the KEPLER code estimate mixing by passing a run-

ning boxcar average of width (in mass coordinate) W through
the star, where W is 10% the mass of the helium core. That is,
the abundances at points that fell within a bin of width W were
averaged together and set to this average, the bin was moved for-
ward by one point, and the process repeated, moving outward
through the star. This is done four times, artificially mixing the
mass shells. In Figure 7, we compare KEPLER estimations of
mixing with our two-dimensional CASTRO results. In our two-
dimensional CASTRO simulations, we find that some elemental
shells are more mixed than others. The RT instability typically
forms at the He–H or O–He boundary and advances inward.
This results in the helium and oxygen layers being more mixed
than in KEPLER and the iron, and sometimes silicon, layers being
less mixed than the KEPLER estimations for the z-series models.
Our compact U-series models show less mixing in all elements
than in KEPLER.

4.3.6. Numerical Artifacts and Model Limitations

Numerical artifacts arising from the mesh geometry are most
prominent in the higher explosion energy, u-series models,

The metallicities of extremely metal-
poor stars in the halo are consistent 
with the yields of core-collapse 
supernovae, i.e. progenitor stars with 20 
- 40 M⦿
(e.g. Tominaga et al. 2007, Izutani et al. 2009, Joggerst et al. 
2009, 2010)

Fig. 6.—Comparison between the [X/Fe] trends of observed stars (crosses: the previous studies [e.g., Gratton & Sneden 1991; Sneden et al. 1991; Edvardsson et al.
1993; McWilliam et al. 1995a, 1995b; Ryan et al. 1996;McWilliam 1997; Carretta et al. 2000; Primas et al. 2000; Gratton et al. 2003; Bensby et al. 2003]; open circles: CA04;
open squares: HO04) and those of individual starsmodels ( filled circles: normal SNe; filled triangles: HNewith caseA; filled rhombus: HNewith case B) and IMF integration
( filled squares). The parameters are shown in Table 1.

Fig. 7.—Same as Fig. 3, but for MMS ¼ 25 M", E51 ¼ 5.

Fig. 8.—Comparison between the abundance pattern of the C-rich EMP star
(circles with error bars: CS 29498#043; Aoki et al. 2004) and the theoretical
faint SN yields (solid line: 25F). The mixing-fallback parameters are determined
so as to reproduce the abundance pattern of CS 29498#043.

(Joggerst et al. 2009, 2010)

(Tom
inaga et al. 2007)



primordial star formation

• just like in present-day SF, we expect 
- turbulence
- thermodynamics
- feedback
- magnetic fields 

to influence first star formation.
• masses of first stars still uncertain (surprises from new 

generation of high-resolution calculations that go beyond first collapse)

• disks unstable: first stars should be binaries or part of small 
clusters

• effects of feedback less important than in present-day SF



IMF

distribution of stellar masses depends on
turbulent initial conditions 
--> mass spectrum of prestellar cloud cores
collapse and interaction of prestellar cores
--> competitive accretion and N-body effects
thermodynamic properties of gas
--> balance between heating and cooling
--> EOS (determines which cores go into collapse)
(proto) stellar feedback terminates star formation
ionizing radiation, bipolar outflows, winds, SN



Introduction

Why is the formation of massive stars interesting?

Massive stars

govern matter cycle in galaxy

produce heavy elements

release large amounts of energy and momentum into ISM

Formation of massive stars is not understood!

begin hydrogen burning while still in main growth phase

star has to accrete despite high luminosities

Is the accretion terminated by feedback processes?

IMF (Kroupa 2002) Rosetta nebula (NGC 2237)

We want to address the following questions:
• how do massive stars (and their associated clusters) form?
• what determines the upper stellar mass limit?
• what is the physics behind observed HII regions?

high-mass star formation



(proto)stellar feedback processes
• radiation pressure on dust particles
• ionizing radiation
• stellar winds
• jets and outflows

ionization
- few numerical studies so far (e.g. Dale 2007, Gritschneder et al. 
  2009), detailed collapse calculations with ionizing and non-
  ionizing feedback still missing

   - HII regions around massive stars are directly observable 
     --> direct comparison between theory and observations



• focus on collapse of individual high-mass cores...

- massive core with 1,000 M☉

- Bonnor-Ebert type density profile 
(flat inner core with 0.5 pc and rho ~ r-3/2 further out)

- initial m=2 perturbation, rotation with β = 0.05

- sink particle with radius 600 AU and threshold density 
of 7 x 10-16 g cm-3

- cell size 100 AU

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134)

our (numerical) approach



• method:

- FLASH with ionizing and non-ionizing radiation using 
raytracing based on hybrid-characteristics

- protostellar model from Hosokawa & Omukai

- rate equation for ionization fraction

- relevant heating and cooling processes

- some models include magnetic fields

- first 3D MHD calculations that consistently treat both 
ionizing and non-ionizing radiation in the context of high-
mass star formation

Peters et al. (2010a,b,c)

our (numerical) approach



Disk Fragmentation

−13.0−15.2−17.5−19.8−22.0

box size 0.324 pc

0.660 Myr 0.679 Myr 0.698 Myr

0.718 Myr 0.737 Myr

log10(dens) in g cm−3

disk is gravitationally unstable and fragments

we suppress secondary sink formation by “Jeans heating”

H II region is shielded effectively by dense filaments

ionization feedback does not cut off accretion!
Peters et al. (2010a,b,c)



Disk Fragmentation

−13.0−15.2−17.5−19.8−22.0

box size 0.324 pc

0.660 Myr 0.691 Myr 0.709 Myr

0.726 Myr 0.746 Myr

log10(dens) in g cm−3

all protostars accrete from common gas reservoir

accretion flow suppresses expansion of ionized bubble

cluster shows “fragmentation-induced starvation”

halting of accretion flow allows bubble to expand
Peters et al. (2010a,b,c)



mass load onto the disk 
exceeds inward transport
--> becomes gravitationally 
unstable (see also Kratter & Matzner 2006, 
Kratter et al. 2010)

fragments to form multiple 
stars --> explains why high-
mass stars are seen in clusters

Peters et al. (2010a, ApJ, 711, 1017), 
Peters et al. (2010b, ApJ, 719, 831),
Peters et al. (2010c, ApJ, 725, 134)



younger protostars form at larger radii

“burst” of 
star formation

mass load onto the disk 
exceeds inward transport
--> becomes gravitationally 
unstable (see also Kratter & Matzner 2006, 
Kratter et al. 2010)

fragments to form multiple 
stars --> explains why high-
mass stars are seen in clusters

Peters et al. (2010a, ApJ, 711, 1017), 
Peters et al. (2010b, ApJ, 719, 831),
Peters et al. (2010c, ApJ, 725, 134)



Accretion History

1

10

100

1000

0.60 0.65 0.70 0.75

M
(M

!
)

t (Myr)

Run A
Run B
Run B (sum)

0

50

100

150

200

0.60 0.65 0.70 0.75

M
to

t
(M

!
)

t (Myr)

single star
multiple stars
no radiation feedback

compare with control run without radiation feedback

total accretion rate does not change with accretion heating

expansion of ionized bubble causes turn-off

no triggered star formation by expanding bubble

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134)
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• magnetic fields lead to weaker fragmentation

• central star becomes more massive (magnetic breaking
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Importance of Initial Conditions for SF 5

t = 14.3 kyr Mmm = 6.08 M�

Nsink = 1 Mtot = 6.08 M�

t = 14.4 kyr Mmm = 6.15 M�

Nsink = 2 Mtot = 6.20 M�

t = 14.5 kyr Mmm = 6.22 M�

Nsink = 4 Mtot = 6.36 M�

t = 14.7 kyr Mmm = 6.27 M�

Nsink = 4 Mtot = 6.42 M�

t = 14.8 kyr Mmm = 6.30 M�

Nsink = 6 Mtot = 6.56 M�
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Figure 2. Column density plots of the central region with the
disc around the most massive sink particle in run PL15-m-2. The
formation of secondary sink particles indicates the fragmenta-
tion into several objects, which quickly leads to the dissolution of
the disc. Spiral arms develop and redirect the gas away from the
central protostar, which gets starved of material. The box spans
roughly 4000� 2000 AU.
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Figure 3. Radial density profile round the central protostar in
run PL15-m-2. The gas density first increases in the immediate
proximity of the protostar due to the global infall. At later times,
the surrounding companions branch o� most of the gas, leading
to a continuous decrease of the density.
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Figure 4. Accretion rate onto spherical shells around the central
protostar in the cluster. Its accretion radius is indicated by rsink.
The plot shows several curves for t 6 14.3 kyr, where there is
only one sink particle (N = 1). Before the formation of secondary
protostars the accretion rate in the centre is roughly constant.
Immediately after surrounding companions have condensed out,
the accretion front moves to larger radii and starves the central
object. At later simulation times (t > 15.4 kyr) the accretion rate
varies, but stays very small for all curves.

increasing proximity to other protostars, their attraction as
an N -body system becomes stronger than the force between
protostars and gas. The protostars then dynamically decou-
ple from the filaments and accumulate in the central region
in a more spherically-symmetric configuration rather than
in a flat or string-like structure. The initial filaments get
dispersed in the central region because the N -body system
e⇤ciently stirs the gas. The mass accretion is shown in fig-
ure 6. Note that figure 5 only covers a small time range at
the beginning of the cluster formation, whereas figure 6 cov-

c⇥ 0000 RAS, MNRAS 000, 000–000
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protostar in the cluster. Its accretion radius is indicated by rsink.
The plot shows several curves for t 6 14.3 kyr, where there is
only one sink particle (N = 1). Before the formation of secondary
protostars the accretion rate in the centre is roughly constant.
Immediately after surrounding companions have condensed out,
the accretion front moves to larger radii and starves the central
object. At later simulation times (t > 15.4 kyr) the accretion rate
varies, but stays very small for all curves.

increasing proximity to other protostars, their attraction as
an N -body system becomes stronger than the force between
protostars and gas. The protostars then dynamically decou-
ple from the filaments and accumulate in the central region
in a more spherically-symmetric configuration rather than
in a flat or string-like structure. The initial filaments get
dispersed in the central region because the N -body system
e⇤ciently stirs the gas. The mass accretion is shown in fig-
ure 6. Note that figure 5 only covers a small time range at
the beginning of the cluster formation, whereas figure 6 cov-
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Fragmentation-induced starvation in a complex cluster

gas density as function of radius 
at different times

mass flow towards the center as 
function of radius at different times

Girichidis et al. (2011a,b)



Accretion History
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total accretion rate does not change with accretion heating

expansion of ionized bubble causes turn-off

no triggered star formation by expanding bubble

Peters et al. (2010a,b,c)



relation between maximum stellar mass and total stellar mass

Bonnell et al. (2004): 
competitive accretion

Peters et al. (2010): 
fragmentation-induced starvation



Dynamics of the H II Region and Outflow

−13.0−15.2−17.5−19.8−22.0

box size 0.324 pc

0.660 Myr 0.679 Myr 0.698 Myr

0.718 Myr 0.737 Myr

log10(dens) in g cm−3

thermal pressure drives bipolar outflow

filaments can effectively shield ionizing radiation

when thermal support gets lost, outflow gets quenched again

no direct relation between mass of star and size of outflow

Peters et al. (2010a,b,c)



Dynamics of the H II Region and Outflow

−13.0−15.2−17.5−19.8−22.0

box size 0.324 pc

0.660 Myr 0.691 Myr 0.709 Myr

0.726 Myr 0.746 Myr

log10(dens) in g cm−3

bipolar outflow during accretion phase

when accretion flow stops, ionized bubble can expand

expansion is highly anisotropic

bubbles around most massive stars merge

Peters et al. (2010a,b,c)



Simulated Radio Continuum Maps

numerical data can be used to generate continuum maps

calculate free-free absorption coefficient for every cell

integrate radiative transfer equation (neglecting scattering)

convolve resulting image with beam width

VLA parameters:
distance 2.65 kpc
wavelength 2 cm
FWHM 0.′′14
noise 10−3 Jy

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134)



Classification of UC H II Regions

Wood & Churchwell 1989 classification of UC H II regions

Question: What is the origin of these morphologies?

UC H II lifetime problem: Too many UC H II regions observed!



H II Region Morphologies

45.0033.7522.5011.250.00

shell-like core-halo cometary

spherical irregular

box size 0.122 pc

0.716 Myr 0.686 Myr 0.691 Myr

0.671 Myr 0.704 Myr

23.391M! 22.464M! 22.956M!

20.733M! 23.391M!

emission at 2 cm in mJy/beam

synthetic VLA observations at 2 cm of simulation data
interaction of ionizing radiation with accretion flow creates
high variability in time and shape
flickering resolves the lifetime paradox! Peters et al. (2010a,b,c)



Morphology of HII region depends on 
viewing angle

Peters et al. (2010a,b,c)



H II Region Morphologies

Type WC89 K94 single multiple

Spherical/Unresolved 43 55 19 60 ± 5
Cometary 20 16 7 10 ± 5
Core-halo 16 9 15 4 ± 2
Shell-like 4 1 3 5 ± 1
Irregular 17 19 57 21 ± 5

WC89: Wood & Churchwell 1989, K94: Kurtz et al. 1994

statistics over 25 simulation snapshots and 20 viewing angles

statistics can be used to distinguish between different models

single sink simulation does not reproduce lifetime problem

Peters et al. (2010a,b,c)



Time Variability
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correlation between accretion events and H II region changes

time variations in size and flux have been observed

changes of size and flux of 5–7%yr−1 match observations
Franco-Hernández et al. 2004, Rodŕıguez et al. 2007, Galván-Madrid et al. 2008

time variability

(Galvan-Madrid et al. 2011)



Some results

Peters et al. (2010a, ApJ, 711, 1017), Peters et al. (2010b, ApJ, 719, 831), Peters et al. (2010c, ApJ, 725, 134), Peters et al. (2011, ApJ, 729, 72

• ionization feedback cannot stop accretion

• ionization drives bipolar outflows

• HII regions show high variability in time and shape

• all classified morphologies can be observed in one run

• lifetime of HII regions determined by accretion 
timescale (and not by expansion time)

• rapid accretion through dense and unstable flows

• fragmentation limits further accretion of massive stars 



summary



Carina with HST

Star formation is intrinsically a multi-scale and multi-physics problem. 
Many different processes need to be considered simultaneously. 



Carina with HST

• stars form from the complex interplay of self-gravity and a large number of 
competing processes (such as turbulence, B-field, feedback, thermal 
pressure)

• thermodynamic properties of the gas (heating vs cooling) play a key role in 
the star formation process 

• detailed studies require the consistent treatment of many different 
physical and chemical processes (theoretical and computational challenge)

• star formation is regulated by several feedback loops, which are still poorly 
understood

Star formation is intrinsically a multi-scale and multi-physics problem. 
Many different processes need to be considered simultaneously. 



Protostars and Planets VI 
in Summer 2013



Protostars and Planets VI 
in Summer 2013

www.ppvi.org



Thanks!


