
Ralf Klessen
Zentrum für Astronomie der Universität Heidelberg 

Institut für Theoretische Astrophysik

ISM Dynamics and Star 
Formation

Magnetic field amplification by gravity-driven turbulence 7

Fig. 3.— a) Spherical slice of the gas density inside the Jeans volume at � = 12 for our run with 128 cells per Jeans length. b) Velocity
streamlines on a linear color scale ranging from dark blue (0 km s�1) to light gray (5 km s�1). c) Magnetic field lines, showing a highly
tangled and twisted magnetic field structure typical of the small-scale dynamo; yellow: 0.5mG, red: 1mG. d) Four randomly chosen,
individual field lines. The green one, in particular, is extremely tangled close to the center of the Jeans volume. e) Contours of the vorticity
modulus, |⌅⇥ v|, showing elongated, filamentary structures typically seen in subsonic turbulence (e.g., Frisch 1995). f) Spherical slice of
the divergence of the velocity field, ⌅ · v; white: compression, red: expansion.
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agenda

• introductory remarks 

- relation between measurement and underlying physics

• applications / controversies / puzzles

- global star formation relations 
are we sure we see universal dependencies?

- molecular gas 
are we sure we see all H2 gas?

- filaments 
are they real (ly everywhere)?

NGC 3324 (Hubble, NASA/ESA)
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Plato's allegory of the cave* 

* The Republic 
  (514a-520a) Laszlo Szücs, image from criticalthinking-mc205.wikispaces.com
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Plato's allegory of the cave* 

* The Republic 
  (514a-520a) 

IdeasObservable 
universe

“Demiurge”

philosopher

Laszlo Szücs, image from criticalthinking-mc205.wikispaces.com
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Plato's allegory of the cave*  ↔ Astronomical observations

➔Volume density 
➔Temperature 
➔Velocity 
➔Chemical 

composition

➔Column density 
➔Excitation / dust 

temperature  
➔Line shift / 

broadening 

Projection effects 
Optical depth effects 

Radiative transfer

astronomer

* The Republic 
  (514a-520a) 

 
Assumptions from 

Observations  
Theory  

Experiments

Laszlo Szücs, image from criticalthinking-mc205.wikispaces.com

Interpretation of 
Astronomical Data 

(Synthetic 
Observations)



S
F
B 
s
e
m
i
n
a
r 
2
0
1
2 T

ex

= 5.5/ ln
✓

1 +
5.5

T 12

B + 0.82

◆

9

Follow
ing W

ilson et al. 2009

Intensity [erg 
cm-2 s-1 Hz-1 
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Brightness 
temperature 
[K]

I(12CO)

I(13CO)

Assumptions I.
I(12CO) is optically thick

Along a line of sight uniform Tex and 
same for 12CO and 13CO

J=1-0

115.271 GHz

110.201 GHz

I(13CO) is optically thin

LTE

Assumptions II.
Uniform N(12CO)/N(13CO) ~ 60 *

N(H2)/N(12CO) ratio ~ 6.6×103 **

*  Langer & Penzias (1990)
** Pineda et al.  (2009)

Column density 
            [cm-2]

12CO/13CO ratio in GMC simulations 7

τ13(v) = −ln

[
1− T 13

B
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{
exp

(
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)−1

− 0.16

}−1]

(4)

Tex = 5.5 ln

(
1 +

5.5
TB,peak + 0.82

)−1

(5)

4.1 Derived column density estimates

4.2 Morphology

5 SUMMARY
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Figure 4. CO isotopic column density ratio as the function of the 12CO

3.1 Fitting formula

4 EMISSION MAPS

To compare the real column densities of our simulated clouds
to the ones that we would derive from observations, we
performed line radiative transfer calculations. We calcu-
lated the emission in ±6 kms−1 velocity range around the
J = 1 → 0 transition of 12CO (λ0 = 2600.76µm) and 13CO
(λ0 = 2720.41µm) molecules. Then we used standard analy-
sis methods and assumptions (e.g. Chapter 15.4.1 in Wilson
2009) to derive column densities.

In the interstellar medium, the assumption of molecule
energy levels are populated according the thermal distri-
bution (i.e. local thermodynamic equilibrium (LTE)), is of-
ten invalid. To account for non-LTE conditions we used the
Large Velocity Gradient (LVG) approximation, described in
detail in Ossenkopf (1997); Shetty et al. (2011a). The non-
thermal excitation/deexitation is mainly driven by collisions
with other molecules or atoms. As the most abundant par-
ticle in the dense ISM, the hydrogen molecule is the most
probable collisional partner for CO molecules. We account
for the two spin isomers of the hydrogen molecule: using
the mixture of ortho- (75%) and para-hydrogen (25%). The
collisional rates are adopted from the Leiden Atomic and
Molecular Database2 (Schier et al. 2005; Yang et al. 2010).
In addition to the LVG approximation, in which the escape
probability of a photon emitted by a given transition de-
pends on the velocity gradient of the neighbouring cells, we
also consider the escape probability of photons due to the
finite size of the cloud. For the later the smallest column den-
sity that a given cell ”sees” must be given. Here we adopt
the constant length scale of 5pc (roughly the radius of the
cloud) trough to whole domain and calculate the column
density based on this length and the local number density.
This approach results in underestimated escape probabilities
in the high density regions of the cloud.

For the radiative transport calculations we used the
RADMC3D code. The input parameters of the calcula-
tion are the number density of the modelled species (12CO
or 13CO), the number density of the collisional partners

2 http://home.strw.leidenuniv.nl/˜moldata/

(ortho- and para-hydrogen molecules), the gas temperature,
resolved and unresolved (micro-turbulent) velocity of the
gas, and the line data (energy levels, statistical weights,
Einstein A-coefficients and collisional rate coefficients). The
SpH data of number densities, gas velocity and tempera-
ture were interpolated to a regular grid of (512 pixel)3 as
described in section 2 and used as the input. The micro-
turbulent velocities were set uniformly according Larson’s
law by vmt = 1.1 × 105 × (0.032 [pc])0.38 [cms−1] (Larson
1981), where 0.032 pc is the linear size of a pixel. The line
data was adopted from Yang et al. (2010). The two dimen-
sional intensity maps were calculated with the velocity res-
olution of 0.09 kms−s.

The outputs of the radiative transfer calculation are
the point–point–velocity intensity map and optical depths
at each considered wavelengths for both isotopic species. To
calculate the column densities from these synthetic emis-
sion maps we follow Wilson (2009) and adopt the following
assumptions:

• all CO molecules along a line of sight has a uniform
excitation temperature in the J = 1 → 0.

• the excitation temperature is the same for 12CO and
13CO

• LTE applies and the level populations follow the Boltz-
mann distribution

• the 12CO J = 1 → 0 line is completely optically thick
(τ12CO > 1)

• the 13CO J = 1 → 0 line is completely optically thin
(τ13CO << 1)

• the 12CO and 13CO lines are emitted from the same
partial of gas

These assumptions although shown to be invalid in some
situations (Molina et al. 2013) are still standards when in-
terpreting observational data (see e.g. Goldsmith et al. 2008;
Pineda et al. 2008).

N(13CO) = 3.0× 1014
Tex

∫
τ13(v)dv

1− exp(−5.3/Tex)
(3)

c⃝ 0000 RAS, MNRAS 000, 000–000

Example: from CO emission to total column density

Laszlo Szücs et al. (2014, MNRAS, 445, 4055)

Astrophysical 
interpretation
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1. radial distribution in spirals

• HI versus H2: 
- H2 is restricted to the optical disk 
- while the HI extends 2 - 4 x optical  
   radius 

• HI hole or depression in the centers,  
   sometimes compensated by H2 

• often H2 is exponential like stars,  
   HI does not follow in most cases

H2HI
H2

HI
total

total



HI Maps

SFR Maps

H2 Maps

• HI gas more extended

• H2 and SF well correlated

atomic  
hydrogen

molecular  
hydrogen

star  
formation

galaxies from THINGS and HERACLES survey  
(images from Frank Bigiel, ZAH/ITA)



• standard model: roughly linear relation between H

• standard model: roughly constant depletion time:  few x 10

• super linear relation between total gas and SFR

Bigiel et al. (2008, AJ, 136, 2846)

No. 6, 2008 THE SF LAW IN NEARBY GALAXIES ON SUB-KPC SCALES 2869

Figure 15. ΣSFR vs. Σgas from this paper in colored contours (compare the middle-right panel of Figure 8) and for individual galaxies from other analyses (see Figure 14).
The diagonal dotted lines and all other plot parameters are the same as in Figure 4. Overplotted as black dots are data from measurements in individual apertures
in M51 (Kennicutt et al. 2007). Data points from radial profiles from M51 (Schuster et al. 2007), NGC 4736, and NGC 5055 (Wong & Blitz 2002) and from
NGC 6946 (Crosthwaite & Turner 2007) are shown as black filled circles. Furthermore, we show disk-averaged measurements from 61 normal spiral galaxies (filled
gray stars) and 36 starburst galaxies (triangles) from K98. The black filled diamonds show global measurements from 20 low surface brightness galaxies (Wyder
et al. 2008). Data from other authors were adjusted to match our assumptions on the underlying IMF, CO line ratio, CO-to-H2 conversion factor and galaxy inclinations
where applicable. One finds good qualitative agreement between our data and the measurements from other studies despite a variety of applied SFR tracers. This
combined data distribution is indicative of three distinctly different regimes (indicated by the vertical lines) for the SF law (see discussion in the text).

Σgas. The fit of K98 depends on the contrast between normal
spirals, ΣH2 ≈ 20 M⊙ pc−2, and high surface density starbursts,
ΣH2 ≈ 1000 M⊙ pc−2. A power-law index N ≈ 1.5 relating
SFR to CO emission has been well established in starbursts at
low and high redshifts by a number of authors (e.g., Gao &
Solomon 2004; Riechers et al. 2007). There may be reasons
to expect different values of N in starburst environments and
in our data. Starburst galaxies have average surface densities
far in excess of a Galactic GMC (e.g., Gao & Solomon 2004;
Rosolowsky & Blitz 2005). We have no such regions in our
own sample, instead we make our measurements in the regime
where ΣH2 = 3–50 M⊙ pc−2. In starbursts, the changes in
molecular surface density must reflect real changes in the
physical conditions being observed.

In our data, ΣH2 is likely to be a measure of the filling factor
of GMCs rather than real variations in surface density. On the
one hand, for our resolution (750 pc) and sensitivity (ΣH2 =
3 M⊙ pc−2) the minimum mass we can detect along a line of
sight is ∼1.5 × 106M⊙. Most of the mass in Galactic GMCs
is in clouds with MH2 ≈ 5 × 105–106 M⊙ (e.g., Blitz 1993).
Consequently, wherever we detect H2 we expect at least a few
GMCs in our beam. On the other hand, most of our data have
ΣH2 ! 50 M⊙ pc−2. The typical surface density of a Galactic
GMC is 170 M⊙ pc−2 (Solomon et al. 1987). These surface
densities are much lower than those observed in starbursts and

are consistent with Galactic GMCs filling ! 1/3 of the beam.
If GMC properties are the same in all spirals in our sample,
then for this range of surface densities we expect a power-law
index of N = 1 as ΣH2 just represents the beam-filling fraction
of GMCs. Averaging over at least a few clouds may wash out
cloud–cloud variations in the SFE. A test of this interpretation is
to measure GMC properties in a wide sample of spirals. We note
that Local Group spirals display similar scaling relations and
cloud mass distribution functions so that it is hard to distinguish
GMCs in M 31 or M 33 from those in the Milky Way (e.g., Blitz
et al. 2007; Bolatto et al. 2008). If this holds for all spirals, then
we may indeed expect N = 1 whenever GMCs represent the
dominant mode of star formation. The next generation of mm-
arrays should soon be able to measure GMC properties beyond
the Local Group and shed light on this topic. In that sense,
our measurement of N = 1.0 ± 0.2 represents a prediction
that GMC properties are more or less universal in nearby spiral
galaxies.

For our results to be consistent with those from starbursts,
the slope must steepen near ΣH2 ≈ 200 M⊙ pc−2. This might
be expected on both observational and physical grounds. CO is
optically thick at the surfaces of molecular clouds. Therefore,
as the filling fraction of such clouds for a given telescope
beam approaches unity, CO will become an increasingly poor
measure of the true ΣH2 because of the optical thickness of

2100 R. Genzel et al.

Fig. 3 (and also Fig. 2) we did not attempt to assign individual errors
(unlike K98a), since in our opinion essentially all uncertainties are
systematic in nature and apply to all data equally. This slope is in
very good agreement with the spatially resolved relation for nearby
spirals in Bigiel et al. (2008, green/orange/red-shaded region in the
left-hand panel of Fig. 3). The new data do not indicate a signifi-
cant steepening of the slope at surface densities of >102 M⊙ pc−2,
neither at z ∼ 0 nor at z ≥ 1. Within the limited statistics of the
currently available data, we do not find a break in the slope near
102 M⊙ pc−2, as proposed by Krumholz et al. (2009). The slope of
1.33 found by Krumholz et al. (2009) in the high-density limit is
marginally larger. A steeper slope in this regime (1.28 to 1.4) was
suggested earlier by the K98a starburst sample, but that analysis
included some mergers (see below) and the combined scatter of
both data sets suggests a 1σ uncertainty of ∼0.15, which makes the
difference in slope of 0.1–0.23 only marginally significant.

Low- and high-z SFGs overlap completely, again with the obvious
exception of EGS12012083 and BX389. The data in Fig. 3 suggest
that the KS relation in normal SFGs does not vary with redshift, in
agreement with the conclusions of Bouché et al. (2007) and Daddi
et al. (2010a,b).

In the right-hand panel of Fig. 3, we analyse the data with the
‘Elmegreen–Silk’ relation (see also K98a), which relates SFR sur-
face density to the ratio of gas surface density and global galaxy
dynamical time-scale. There is a reasonably good correlation as well
with a slope of slightly less than unity (0.84 ± 0.09). The scatter in
this relation (0.44 dex) is larger than in the surface density relation,
which may in part be attributable to the larger total uncertainties
in "molgas/τdyn, which we estimate to be ±0.32 dex (74 per cent).

Here and elsewhere, we computed the dynamical time-scale from
the ratio of the radius to the circular velocity vc. For the z > 1 SFGs
and SMGs we took R = R1/2 and applied a pressure correction to
the inclination-corrected rotation velocity vrot, vc = (v2

rot + 2σ 2)1/2,
where σ is the local 1D-velocity dispersion in the galaxy. This
relation is applicable to rotation-dominated, as well as pressure-
dominated galaxies. The slope we find is close to that of K98a,
who find a slope between 0.9 and 1. High-z SFGs have somewhat
higher "star formation than low-z galaxies (by 0.71 ± 0.21 dex) but the
difference is probably only marginally significant. A fit with unity
slope yields a star formation efficiency per dynamical time of 0.019
(±0.008). This is in agreement with 0.01, the value found by K98a
when corrected to a Chabrier IMF.

4.2 KS relation for luminous mergers

Fig. 4 summarizes our analysis of the luminous mergers at both low
and high z. The left-hand panel shows the case of applying the best
single common conversion factor determined from the observations
(αmerger ∼ 1, Section 2.6), such that mergers and SFGs now have
conversion factors that differ by a factor of 3.2. The slope of the
merger relation (1.1 ± 0.2) is consistent with that of the SFGs
(1.17). Again low- and high-z mergers lie plausibly on the same
relation. Independent of whether the merger slope is fit or forced to
be the same as that of the SFGs, the difference in SFR at a given
gas surface density between the two branches is ∼1.0 (±0.2) dex
(see also Bothwell et al. 2010).

As we have argued in Section 2.6, a Galactic conversion factor for
all luminous low- and high-z mergers is almost certainly excluded
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Figure 4. Molecular Kennicutt–Schmidt surface density relation for luminous z ∼ 0 and z ∼ 1–3.5 mergers (z ∼ 0 LIRGs/ULIRGs: magenta squares, z ≥ 1
SMGs: red squares). The left-hand panel shows their location in the KS plane along with the SFGs (at all z, open grey circles) from Fig. 3 if the a priori best
conversion factors for SFGs (α = αG) and mergers (α = αG/3.2) are chosen. The right-hand panel shows the same plot for the choice of a universal conversion
factor of α = αG for all galaxies in the data base. This was the choice in the K98a paper but leads to a significant overestimate of gas fractions in almost all
major mergers. The fits assign equal weight to all data points and uncertainties in brackets are 3σ formal fit errors. The crosses in the lower right denote the
typical total (statistical + systematic) 1σ uncertainty.
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2. correlation with star formation
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• QUIZ: do you see a universal 
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• QUIZ: do you see a universal 

• ANSWER:  - probably not  
                 - in addition, the relation often is sublinear

Shetty et al. (2014, MNRAS, 437, L61, see also Shetty, Kelly, Bigiel, 2013, MNRAS, 430, 288)
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Figure 1. Slope and intercept of test galaxies in Group A. Black cross shows the true values. Red and orange squares show the
OLS(ΣSFR|Σmol) and OLS(Σmol|ΣSFR) results, with their 1σ uncertainties, respectively. The gray circles indicate the estimate provided
by the median of hierarchical Bayesian posterior result, and the contours mark the 1σ deviation. The filled blue squares mark the bisector
estimates. The last panel on the bottom row shows the group parameters and fit estimates.

For the OLS(Σmol|ΣSFR), the fit slope is the inverse of the
desired quantity in Equation 2, so that:

NΣmol|ΣSFR
=

Var(Σ̂SFR)

Cov(Σ̂mol, Σ̂SFR)
(30)

The bisector slope NBis is a weighted mean of the
OLS(ΣSFR|Σmol) and OLS(Σmol|ΣSFR) slopes.

NBis = (NΣmol|ΣSFR
+NΣSFR|Σmol

)−1 (31)

×

[

NΣSFR|Σmol
NΣmol|ΣSFR

− 1 +

√

(1 +N2
ΣSFR|Σmol

)(1 +N2
Σmol|ΣSFR

)

]

Equations 29 - 31 illustrate what we stated earlier: that
the three different slope estimates are just three different
statistics (or summaries) derived from the same joint dis-
tribution. Choosing one estimate over the other does not
imply that one quantity “causes” the other, as is sometimes

claimed to be implied by the terminology of “independent”
and “dependent” variables. However, the different slope esti-
mates do differ in interpretation. The OLS(ΣSFR|Σmol) slope
describes how the mean value of ΣSFR varies with Σmol while
the OLS(Σmol|ΣSFR) slope describes how the mean value of
Σmol changes with ΣSFR. Thus, both OLS slopes are easily
interpretable. In contrast, the bisector slope is a weighted
average of the two OLS slope, and it is not clear how this
should be interpreted.

The OLS slopes are therefore strongly dependent on
the statistical properties of Σ̂SFR and Σ̂mol. For the syn-
thetic data of both groups, Var(Σ̂mol) = 0.39, pooling all
data from each galaxy together. For Group A, Var(Σ̂SFR) =
0.33, and Cov(Σ̂mol, Σ̂SFR) = 0.32. In Group B, Var(Σ̂SFR)
= 0.41, and Cov(Σ̂mol, Σ̂SFR) = 0.36. The covariances and
Var(Σ̂SFR) of the two groups are similar, as the adopted
slopes only differ by ≈ 10%. More importantly, the covari-
ance is < 1. As the covariance occurs in the denominator
of the OLS(Σmol|ΣSFR) slope, but in the numerator of the
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Hierarchical Bayesian 
models give more reliable 
estimates of the slope and 
the intercept of a power-law 
fit compared to least-
square fits (or bisector fits).
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(with 1 sigma area)
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Hierarchical Bayesian model for STING galaxies indicate varying depleting 
times. 
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Figure 2. Depletion time τCO
dep

and surface density of STING Galaxies. Points indicate the directly measured values. Solid line is the

median of the Bayesian estimate, and thin lines mark the 2σ interval. The red dashed line indicates τCO
dep

=2 Gyr. The efficiency per free

fall time (ϵCO
ff

) is marked on the right ordinate.

As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective
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median of the Bayesian estimate, and thin lines mark the 2σ interval. The red dashed line indicates τCO
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=2 Gyr. The efficiency per free

fall time (ϵCO
ff

) is marked on the right ordinate.

As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective
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in addition:

Shetty et al. (2014, MNRAS, 422, 2208)
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Fig. 6.— Maps from Mark, l=142

Roman-Duval et al. (2015, in prep.)
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As with the KS relationship itself in Figure 1, there is
no single τCO

dep that holds for all galaxies. Further, for those

galaxies with a strongly sub-linear relationship, τCO
dep clearly

increases with increasing gas surface density.
For instance, for NGC 772 where the median N=0.51,

the median τCO
dep varies from <

∼ 5 Gyr at Σmol=50 M⊙ pc−2,

to >
∼ 9 Gyr at Σmol=200 M⊙ pc−2. Altogether, a constant

value of τCO
dep=2 Gyr can be ruled out for all Σmol! 50 M⊙

pc−2. Notice that for some galaxies favoring a linear KS
relationship, such as NGC 3593, the hierarchical Bayesian
fit provides results consistent with previous investigations,
τCO
dep≈2±1 Gyr. However, taken together the data do not

favor a constant τCO
dep for all galaxies in the sample.

5 DISCUSSION & SUMMARY

We have applied a hierarchical Bayesian fitting method to
the STING sample of nearby galaxies for estimating the KS
parameters. Our main results are as follows:

1) The KS parameters vary from galaxy to galaxy. The
median slope estimate ranges from as low as 0.43 (NGC
3147) to as high as 1.0 (NGC 3593). The range in slopes
of the STING sample is consistent with that found from
the SKB13 analysis of the Bigiel et al. (2008) HERACLES
sample.

2) For eight out of the fifteen galaxies, at 95% confidence
the KS slope is sub-linear. The posterior predicts that 11 to
15 galaxies have sub-linear slopes. Additionally, the mean
value of the KS slope is also sub-linear, with the median of
the PDF falling at 0.73. A linear slope for the population is
excluded at the 2σ level.

3) A sub-linear KS relationship is indicative of an in-
creasing τCO

dep at higher Σmol. As the KS slope is not constant,

the value of τCO
dep at a given Σmol also varies depending on

the galaxy. For instance, for Σmol=100 M⊙ pc−2, τCO
dep varies

from <
∼ 1 to >

∼ 9 Gyr. Equivalently, the star formation effi-

ciency per free-fall time decreases with increasing CO lumi-
nosity.

These results stand in contrast with the idea of a con-
stant τCO

dep≈2 Gyr. There are two primary reasons for the
discrepancies. As we discussed in SKB13, by pooling all
data together intrinsic variations between galaxies may be
veiled, with the outcome dependent on those galaxies with
the tightest KS relationship, and with the largest number of
datapoints. Second, the bisector is a statistical measure that
is difficult to interpret, because a slope of unity can result
from different scenarios, including those without any correla-
tion between the predictor and response (see also Isobe et al.
1990).

The significant variation in the KS parameters between
galaxies indicates that ΣSFR depends on other physical prop-
erties besides just Σmol. For instance, the relative effects of
the gas fractions, magnetic fields, metallicity, and/or stel-
lar mass may have stronger influence on the ΣSFR than
Σmol. In fact, Shi et al. (2011) demonstrate a tighter cor-
relation between ΣSFR with the stellar mass, compared to
Σmol. Leroy et al. (2013) also find strong evidence that the
KS relationship varies between galaxies as well as between
the galactic centers and outer disk regions. Their analysis
indicates that the diverse gas depletion times relates to the
variation in the dust-to-gas ratio. Taken these results to-
gether, ΣSFR may need to be assessed in the context of other
physical properties besides just Σmol.

We employed the common assumptions of constant con-
version factors. Accordingly, the result of a mean sub-linear
KS relationship may simply suggest that on average, CO is
not a direct tracer of star formation activity (compare, e.g.
Gao & Solomon 2004). One possible interpretation is that
CO is abundant away from star forming cores. Similarly,
the increasing τCO

dep with Σmol may be due to the presence
of excited CO in the diffuse or non-star-forming ISM (e.g.
Liszt et al. 2010). For instance, towards the centers of galax-
ies the ISM conditions may be conducive for CO formation,
as the higher overall ambient densities may lead to effective
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Figure 4. Histograms of the pixel-averaged H i brightness temperature where significant CO emission is detected for Type I (blue), Type II (yellow), and Type III (red)
GMCs. Histograms are shown for the whole LMC, and for three different regions—Bar, North, and Arc—which are indicated in the right panel.
(A color version of this figure is available in the online journal.)

envelopes each GMC. The associated H i is often elongated
along the GMCs and the region of intense H i emission is usu-
ally <100 pc wide. The CO emission typically extends over a
velocity range of ∼5 km s−1; beyond a few times this veloc-
ity range, the associated H i emission generally becomes much
weaker or disappears.

3.2. Physical Properties of the H i Envelope

In general, it is a complicated task to derive reliable physical
properties of the H i gas associated with a GMC because the
H i profiles are a blend of several different components along
the line of sight, making it difficult to select the H i gas that is
physically connected to a GMC. Another obstacle is that the H i
emission is spatially more extended than the CO emission and
has a less clear boundary than the CO.

For our analysis, we first selected GMCs with simple single-
peaked H i profiles from the Fukui et al. (2008) catalog. The
resulting sample consists of 123 GMCs in total. Their catalog
numbers and basic physical properties, taken from Fukui et al.
(2008), are listed in Table 2. For these GMCs, we tested
whether there was a bias in their location with respect to
the kinematic center of the galaxy, in their CO line width or
in their molecular mass. The histograms in Figure 6 indicate
that there is no particular trend for these properties of the
selected GMCs compared to GMCs in the complete catalog,
suggesting that there is no appreciable selection bias. We
applied a Kolmogorov–Smirnov test to the three histograms
and calculated maximum deviations of 0.031, 0.061, and 0.117,
respectively, for the three parameters. These values are less than
the critical deviation, 0.129, for a conventional significance level
of 0.05, confirming that there is no selection bias.

Next, we made Gaussian fits to the H i and CO profiles
toward the CO peak of each GMC. This procedure yields a

peak intensity, peak velocity, and half-power line width for each
line profile (a summary is given for each GMC type in Table 1).
Figure 7 shows the relation between the CO line width and the
difference between the CO and H i peak velocities. We find the
H i and CO peak velocities to be in good agreement, showing
only a small scatter of less than a few km s−1. Figure 8 shows
two histograms of the H i and CO line widths. We see that the
H i line width is typically 14 km s−1, roughly three times larger
than that of CO. Figure 9 shows a correlation between H i and
CO line widths. The two quantities show a positive correlation
with a correlation coefficient of 0.39. The correlation coefficient
is determined using the Spearman rank method throughout this
paper. The kinematic properties of H i and CO, as illustrated in
Figures 7 and 9, lend further support to a physical association
between the H i and CO.

In order to estimate the size of the H i envelope surrounding
each GMC, we construct an H i integrated intensity map of
each GMC. First, we find the local peak in the H i intensity cube
surrounding the CO emission, and then integrate the H i intensity
over the velocity channels corresponding to the FWHM of the
H i line profile at this peak position. Next we estimate the area,
S, where the H i integrated intensity is greater than 80% of the
value at the local H i peak. We then calculate the radius of the
H i envelope, R(H i), from its projected area, S = πR(H i)2.
The H i integrated intensity is calculated for all the pixels
with detectable CO emission; the spatial distribution of the
H i emission generally shows a peak and a reasonably defined
boundary. The 80% level was chosen after a few trials using
different levels; it is the maximum value for which a reasonable
H i size is obtained for 116 of the 123 envelopes. While 80%
seems to be rather high for such a definition of a cloud envelope,
the H i size can be unrealistically large compared to the CO
cloud size along a filamentary H i distribution if we use a lower

molecular cloud formation

Idea: 

Molecular clouds form at 
stagnation points of large-
scale convergent flows, 
mostly triggered by global 
(or external) perturbations. 
Their internal turbulence is 
driven by accretion, i.e. by 
the process of cloud 
formation

Fukui et al. (2009)

• molecular clouds grow in 
mass 

• this is inferred by looking at 
molecular clouds in different 
evolutionary phases in the 
LMC (Fukui et al. 2008, 2009)
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Figure 4. Histograms of the pixel-averaged H i brightness temperature where significant CO emission is detected for Type I (blue), Type II (yellow), and Type III (red)
GMCs. Histograms are shown for the whole LMC, and for three different regions—Bar, North, and Arc—which are indicated in the right panel.
(A color version of this figure is available in the online journal.)

envelopes each GMC. The associated H i is often elongated
along the GMCs and the region of intense H i emission is usu-
ally <100 pc wide. The CO emission typically extends over a
velocity range of ∼5 km s−1; beyond a few times this veloc-
ity range, the associated H i emission generally becomes much
weaker or disappears.

3.2. Physical Properties of the H i Envelope

In general, it is a complicated task to derive reliable physical
properties of the H i gas associated with a GMC because the
H i profiles are a blend of several different components along
the line of sight, making it difficult to select the H i gas that is
physically connected to a GMC. Another obstacle is that the H i
emission is spatially more extended than the CO emission and
has a less clear boundary than the CO.

For our analysis, we first selected GMCs with simple single-
peaked H i profiles from the Fukui et al. (2008) catalog. The
resulting sample consists of 123 GMCs in total. Their catalog
numbers and basic physical properties, taken from Fukui et al.
(2008), are listed in Table 2. For these GMCs, we tested
whether there was a bias in their location with respect to
the kinematic center of the galaxy, in their CO line width or
in their molecular mass. The histograms in Figure 6 indicate
that there is no particular trend for these properties of the
selected GMCs compared to GMCs in the complete catalog,
suggesting that there is no appreciable selection bias. We
applied a Kolmogorov–Smirnov test to the three histograms
and calculated maximum deviations of 0.031, 0.061, and 0.117,
respectively, for the three parameters. These values are less than
the critical deviation, 0.129, for a conventional significance level
of 0.05, confirming that there is no selection bias.

Next, we made Gaussian fits to the H i and CO profiles
toward the CO peak of each GMC. This procedure yields a

peak intensity, peak velocity, and half-power line width for each
line profile (a summary is given for each GMC type in Table 1).
Figure 7 shows the relation between the CO line width and the
difference between the CO and H i peak velocities. We find the
H i and CO peak velocities to be in good agreement, showing
only a small scatter of less than a few km s−1. Figure 8 shows
two histograms of the H i and CO line widths. We see that the
H i line width is typically 14 km s−1, roughly three times larger
than that of CO. Figure 9 shows a correlation between H i and
CO line widths. The two quantities show a positive correlation
with a correlation coefficient of 0.39. The correlation coefficient
is determined using the Spearman rank method throughout this
paper. The kinematic properties of H i and CO, as illustrated in
Figures 7 and 9, lend further support to a physical association
between the H i and CO.

In order to estimate the size of the H i envelope surrounding
each GMC, we construct an H i integrated intensity map of
each GMC. First, we find the local peak in the H i intensity cube
surrounding the CO emission, and then integrate the H i intensity
over the velocity channels corresponding to the FWHM of the
H i line profile at this peak position. Next we estimate the area,
S, where the H i integrated intensity is greater than 80% of the
value at the local H i peak. We then calculate the radius of the
H i envelope, R(H i), from its projected area, S = πR(H i)2.
The H i integrated intensity is calculated for all the pixels
with detectable CO emission; the spatial distribution of the
H i emission generally shows a peak and a reasonably defined
boundary. The 80% level was chosen after a few trials using
different levels; it is the maximum value for which a reasonable
H i size is obtained for 116 of the 123 envelopes. While 80%
seems to be rather high for such a definition of a cloud envelope,
the H i size can be unrealistically large compared to the CO
cloud size along a filamentary H i distribution if we use a lower
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caveat of numerical simulations

•  most astrophysical turbulence simulations use an LES approach to  
 model the flow 

•  principal problem: only large scale flow properties  
-  Reynolds number: Re = LV/ν  (Renature >> Remodel) 
-  dynamic range much smaller than true physical one 
-  need subgrid model (often only dissipation) 
-  but what to do for more complex when  

 processes on subgrid scale determine  
 large-scale dynamics  
 (chemical reactions, nuclear burning, etc)  

-  Turbulence is “space filling” --> difficulty  
 for AMR (don’t know what criterion to use 
 for refinement) 

•   how large a Reynolds number do  
  we need to catch basic dynamics  
  right?

log E

L-1 ηK
-1

true dynamic range

dynamic range 
of model



including detailed 

chemistry



- Arepo and FLASH 
- stochastic forcing    
   (Ornstein-Uhlenbeck) 
- self-gravity 
- time-dependent chemistry  
  (DVODE, standard variable- 
   coefficient ordinary differential     
   equation solver) 
- cooling & heating processes
- gives you mathematically  
  well defined boundary  
  conditions  
  --> good for statistical studies 
- gives external radiation with  
  TreeCol (a new approximative  
  scheme to calculate column  
  densities from the gravity  
  solver)

experimental set-up



chemical model 0

32 chemical species 
17 in instantaneous equilibrium: 

19 full non-equilibrium evolution 

218 reactions 
various heating and cooling processes

long series of publications by Simon Glover and collaborators, e.g. Glover & Mac Low (2007ab), Glover, Federrath, Mac Low, Klessen (2010),  
Glover & Clark (2012, 2013), Clark & Clover (2012, 2013)
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effects of chemistry
total column density

12CO column density

H2 column density

temperature

(Glover et al. 2010)



effects of chemistry
total column density

12CO column density

H2 column density

temperatureratio N(H2)/N(12CO)     

(Glover et al. 2010)



XCO factor



• conversion rate between H2 column density and CO 
emission (equivalent width W)

• most mass H2 determinations depend on X!

• in Milky Way X ~ few x 1022 cm-2 K-1 km-1 s ~ const.

• why is it constant? 

• how does it vary with environmental condition?

- metallicity

- density, radiation field, etc.  
(“normal” gal. vs star burst)

Modelling CO emission from MCs 1687

through a constant ‘X factor’ (e.g. Dickman 1978):

X = NH2

W
(cm−2 K−1 km−1 s). (1)

CO observations of Galactic clouds have resulted in estimates of
X ≈ few × 1020 cm−2 K−1 km−1 s (hereafter XGal; e.g. Solomon
et al. 1987; Young & Scoville 1991; Dame, Hartmann & Thaddeus
2001). Observations of diffuse gas in the Galaxy have also resulted
in similar estimates of the X factor (e.g. Polk et al. 1988; Liszt, Pety
& Lucas 2010, hereafter LPL10).

However, extragalactic observations of systems with different
physical characteristics, such as metallicity or background UV ra-
diation, have found variations in the X factor. Interestingly, ob-
servational investigations employing different methodologies have
resulted in vastly discrepant estimates of the X factor. For example,
for the nearby Small Magellanic Cloud (SMC), Bolatto et al. (2008)
measured a value ≈XGal, assuming virialized clouds and using the
CO linewidths to estimate cloud masses, and thereby NH2 . Indepen-
dent dust- and gas-based observations, on the other hand, suggest
extended regions containing molecular material with little or no CO
emission, resulting in an X factor of up to ∼100XGal (Israel 1997;
Rubio et al. 2004; Leroy et al. 2007, 2009).

The 12CO (J = 1–0)1 line is optically thick in most MCs, and so
CO (J = 1–0) observations are known not to provide direct informa-
tion about the total CO mass or column density NCO. Observations
have shown a saturation of CO intensities at sufficiently high ex-
tinctions (e.g. Lombardi, Alves & Lada 2006; Pineda, Caselli &
Goodman 2008). Consequently, only CO intensities below the sat-
uration threshold are considered in evaluations of the X factor. One
of the goals of this work is therefore to assess how well CO obser-
vations can trace the true CO distribution within MCs.

Since the formation of CO is sensitive to the amount of car-
bon and oxygen available in the ISM, CO abundances are expected
to be lower in lower metallicity systems (Maloney & Black 1988;
Israel 1997). Additionally, the strength of the background ultraviolet
(UV) radiation field, responsible for photodissociating molecules,
also plays a role in regulating the CO abundances (van Dishoeck &
Black 1988). These processes should in turn lead to variations in
the X factor, with a larger value in metal-poor systems and/or where
the UV radiation is higher than in the Milky Way. Indeed, when
independent measures of MC masses are combined with CO obser-
vations, the X factor has been found to be larger in low metallicity
external galaxies, such as the Large Magellanic Cloud (LMC) and
SMC (Israel et al. 1986; Israel 1997; Leroy et al. 2009).

As turbulence is now considered an important aspect of the dy-
namics in MCs and star formation (Mac Low & Klessen 2004;
Ballesteros-Paredes et al. 2007; McKee & Ostriker 2007, and refer-
ences therein), its role in influencing molecule formation needs to
be understood. Glover & Mac Low (2007b) (see also Glover & Mac
Low 2007a) showed that the formation time-scale of H2 is only a
few Myr in turbulent MC models with densities comparable to those
in observed clouds. Expanding on this work, through implementa-
tion of more extensive chemistry, we can now follow the formation
of CO in models of turbulent MCs (Glover et al. 2010, hereafter
Paper I). Subsequently, Glover & Mac Low (2010, hereafter
Paper II) analysed the global properties of the X factor in differ-
ent MC models, using spatially averaged quantities. They found
that the mean extinction, or total gas column density, primarily
determines the X factor.

1 We will hereafter refer to 12CO simply as CO.

Here, we explore the observational consequences of the variation
in CO abundances which arise due to differences in MC properties
described in Papers I and II. Our main goal is to understand the
impact of CO abundance variations within individual MCs on the
emerging integrated CO (J = 1–0) intensity. We consider a suite of
models with different conditions, namely metallicity, density and
background UV radiation field, representing various environments.
In the next section we discuss our modelling method, including a
brief overview of the MHD models with chemistry, and a description
of the radiative transfer calculations. In Section 3 we present our
results of the comparison of CO intensities with H2 and CO column
densities, and characteristics of the X factor. We discuss our results
and compare them to observational investigations in Section 4. We
conclude with a summary in Section 5.

2 M O D E L L I N G M E T H O D

To carry out our investigation of CO emission from MCs, we ap-
ply line radiative transfer calculations to magnetohydrodynamic
(MHD) models of MCs. In this section, we give a brief description
of the MHD models and focus on the radiative transfer calculations.
We refer the reader to Papers I and II for a more extensive descrip-
tion of the MHD and chemical modelling method, as well as the
analysis of various simulation runs.

2.1 Modelling molecular clouds: MHD and chemistry

The simulations of the model MCs track the evolution of gas using
a modified version of the ZEUS-MP MHD code (Stone & Norman
1992a,b; Norman 2000). Gas with initially uniform density in a
20-pc box with periodic boundary conditions is driven with a turbu-
lent velocity field, with uniform power between wavenumbers 1 ≤
k ≤ 2. Gas self-gravity, which would cause sufficiently overdense
regions to collapse, is not considered in the calculation. The simula-
tion includes magnetic fields, with initial field lines oriented parallel
to the ẑ-axis with a field strength of 1.95 µG. The gas has an initial
temperature of 60 K, but quickly settles to thermal equilibrium.

To track the chemical evolution of the gas, which has constant
metallicity, a treatment of hydrogen, oxygen and carbon chemistry
is included in the numerical algorithm. This consists of 218 reac-
tions of 32 chemical species, which are coupled with the thermo-
dynamics. A background UV radiation field, which is responsible
for photodissociation, is treated through the six-ray approximation
as described in Glover & Mac Low (2007a). In our investigation of
emission from CO molecules, we consider one snapshot of these
simulations at a late time of >5 Myr, after which the simulation has
reached a statistically steady state.

2.1.1 Giant molecular cloud model parameters

The numerical modelling described above follows the combined ef-
fects of turbulence, magnetic fields, thermodynamics and chemical
evolution as structures such as filaments and dense cores typically
found in MCs form out of the gas (see Paper I for more details). In
our investigation of CO emission emerging from the MC simula-
tions, we consider a suite of models designed to represent various
astrophysical environments. The relevant parameters of each model
are listed in Table 1. Column 1 shows the name of each run. The
main user-defined parameters are the initial density n0, metallicity
Z and background UV radiation field G0, indicated in Columns 2–4,
respectively. We assume that the dust-to-gas ratio is directly propor-
tional to the gas-phase metallicity and do not vary these quantities

C⃝ 2011 The Authors, MNRAS 412, 1686–1700
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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Figure 4. Images of (a) NCO, (b) W, (c) NH2 and (d) the X factor of model n300-Z03. Each side has a length of 20 pc. In (a) and (b), solid contours indicate
log(NCO) = 12, 14 and log(W) = −3, −1; dashed contours are log(NCO) = 16.5 and log(W) = 1.5 (see the text and Fig. 2d).

by ≈1 order of magnitude. Since the X factor directly depends on
W and only indirectly on NCO, the X factor also only falls into a
limited range.

Positions with the largest X factors correspond to the lowest NH2

regions as well as low NCO and W regions. These are the regions
where CO is most affected by photodissociation. Since the amount
of photodissociation depends on the ‘effective’ column density in
each location of the 3D simulation volume, regions with similar
NH2 can have very different NCO values (see also Papers I and II),
as evident in Fig. 5(b): at low-to-intermediate H2 densities 1021 !
NH2 ! 1022 cm−2, there is a wide range of NCO for a given NH2 .
Since the X factor (indirectly) depends on NCO, at such densities
the X factor also takes on a wide range. For instance, at NH2 =

5 × 1021 cm−2, the X factor varies from ∼1020 to 1023 cm−2 K−1

km−1 s. Evidently, the X factor can have a wide distribution within
an MC, even for regions with identical molecular column densities.
This is a consequence of the combination of a large distribution of
NCO for a given NH2 , as well as the lack of a simple correlation
between W and NCO due to the optically thick nature of CO.

Fig. 5(d) shows that there can be a wide range in the X factor
even in very low-density regions. For this model (n0 = 100 cm−2

and Z = Z⊙), much of the gas has NH2 ! 1021 cm−2. Unlike model
n300 (in Fig. 5a), there is a very wide distribution in the X factor in
the range 1020 ! NH2 ! 1021 cm−2. This model also differs from
model n300-Z03 (in Fig. 5b), showing a much larger distribution in
NCO and the X factor for a given NH2 at NH2 ! 2 × 1021 cm−2. The

C⃝ 2011 The Authors
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Figure 5. X factor for four models. NCO is plotted as a function of NH2 . The colour of each point indicates the X factor. Inset figures show the colour scale and
PDF of the X factor. The corresponding maps of NH2 , NCO and the X factor from model n300-Z03 are shown in Fig. 4.

multiple peaks in the X factor distributions can be understood from
the W and NCO distributions shown in Fig. 2(h). Model n100 has a
large distribution of NCO; the W distribution is similar, with multiple
peaks (which are not aligned with the NCO peaks), contributing to
the wide range and multiple peaks of the X factor shown in Fig. 5(d).

At very high densities, more self-shielding allows for CO forma-
tion to be more effective. As Fig. 5(c) shows for model n1000, NCO

is a much better tracer of NH2 . However, though NH2 for this model
reaches values three times greater than model n300 (Fig. 5a), the
distribution in the X factors of both models is very similar. In model
n1000, the X factor increases with increasing (CO or H2) density,
a trend opposite to that apparent for the other models shown in
Fig. 5.

The correlation between the X factor and NH2 is shown in Fig. 6.
Model n300 shows that at NH2 ! 1021 cm−2, the X factor is approx-
imately constant (with a mean value of 2 × 1020 cm−2 K−1 km−1 s).
Only at the highest densities [log(NH2 ) ! 22.0] do the effects of
saturation become clearly evident. On the other hand, model n1000
(shown in Fig. 6c) shows an increase in the X factor at all NH2 .
The line shows the X = NH2 /(70 K km s−1) relationship, which is
simply the H2 column density divided by the mean CO intensity
from this model. This line is a very good fit at log(NH2 ) ! 22, in-
dicating that at most densities the CO line emission is completely
saturated.

The models with lower metallicity and density (Figs 6b and d)
show a decreasing X factor with increasing density (as can also be
seen in Fig. 5). In this regime, an increase in the molecular density

is associated with a greater increase in CO line intensity, resulting
in a decrease in the X factor. Such a trend is also present at the
lowest densities of model n300 (Fig. 6a).

Given that W can have rather different distributions than NCO,
it comes as no surprise that the X factor does not neatly follow
from NCO. For clouds with high CO abundances, such as models
n300 and n1000, NCO is well correlated with NH2 , resulting in a
limited range in the distribution of the X factor. We have seen
that CO line saturation may not be discernible solely from the X
factor distributions, as evident from the similarity of the X factor
(normal) distributions of models n300 (with saturation occurring
only at the highest densities) and n1000 (which is close to fully
saturated). The relationship between X and NH2 (Fig. 6), however,
clearly demonstrates the saturation of the CO line. For the models
with lower density or metallicity, where the W–NH2 correlation is
rather complex, the X factor can have a large distribution and can
even have multiple peaks in its PDF (such as model n100, Fig. 5d).

4 D I S C U S S I O N A N D C O M PA R I S O N
TO OBSERVATIONS

4.1 The column density distributions: can CO observations
reveal lognormal PDFs?

Observed morphological characteristics, such as the density dis-
tribution, may be signatures of the internal dynamics of a cloud.
Numerous simulations have shown that the (3D) volume density
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Figure 5. X factor for four models. NCO is plotted as a function of NH2 . The colour of each point indicates the X factor. Inset figures show the colour scale and
PDF of the X factor. The corresponding maps of NH2 , NCO and the X factor from model n300-Z03 are shown in Fig. 4.

multiple peaks in the X factor distributions can be understood from
the W and NCO distributions shown in Fig. 2(h). Model n100 has a
large distribution of NCO; the W distribution is similar, with multiple
peaks (which are not aligned with the NCO peaks), contributing to
the wide range and multiple peaks of the X factor shown in Fig. 5(d).

At very high densities, more self-shielding allows for CO forma-
tion to be more effective. As Fig. 5(c) shows for model n1000, NCO

is a much better tracer of NH2 . However, though NH2 for this model
reaches values three times greater than model n300 (Fig. 5a), the
distribution in the X factors of both models is very similar. In model
n1000, the X factor increases with increasing (CO or H2) density,
a trend opposite to that apparent for the other models shown in
Fig. 5.

The correlation between the X factor and NH2 is shown in Fig. 6.
Model n300 shows that at NH2 ! 1021 cm−2, the X factor is approx-
imately constant (with a mean value of 2 × 1020 cm−2 K−1 km−1 s).
Only at the highest densities [log(NH2 ) ! 22.0] do the effects of
saturation become clearly evident. On the other hand, model n1000
(shown in Fig. 6c) shows an increase in the X factor at all NH2 .
The line shows the X = NH2 /(70 K km s−1) relationship, which is
simply the H2 column density divided by the mean CO intensity
from this model. This line is a very good fit at log(NH2 ) ! 22, in-
dicating that at most densities the CO line emission is completely
saturated.

The models with lower metallicity and density (Figs 6b and d)
show a decreasing X factor with increasing density (as can also be
seen in Fig. 5). In this regime, an increase in the molecular density

is associated with a greater increase in CO line intensity, resulting
in a decrease in the X factor. Such a trend is also present at the
lowest densities of model n300 (Fig. 6a).

Given that W can have rather different distributions than NCO,
it comes as no surprise that the X factor does not neatly follow
from NCO. For clouds with high CO abundances, such as models
n300 and n1000, NCO is well correlated with NH2 , resulting in a
limited range in the distribution of the X factor. We have seen
that CO line saturation may not be discernible solely from the X
factor distributions, as evident from the similarity of the X factor
(normal) distributions of models n300 (with saturation occurring
only at the highest densities) and n1000 (which is close to fully
saturated). The relationship between X and NH2 (Fig. 6), however,
clearly demonstrates the saturation of the CO line. For the models
with lower density or metallicity, where the W–NH2 correlation is
rather complex, the X factor can have a large distribution and can
even have multiple peaks in its PDF (such as model n100, Fig. 5d).
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4.1 The column density distributions: can CO observations
reveal lognormal PDFs?

Observed morphological characteristics, such as the density dis-
tribution, may be signatures of the internal dynamics of a cloud.
Numerous simulations have shown that the (3D) volume density
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Figure 5. X factor for four models. NCO is plotted as a function of NH2 . The colour of each point indicates the X factor. Inset figures show the colour scale and
PDF of the X factor. The corresponding maps of NH2 , NCO and the X factor from model n300-Z03 are shown in Fig. 4.

multiple peaks in the X factor distributions can be understood from
the W and NCO distributions shown in Fig. 2(h). Model n100 has a
large distribution of NCO; the W distribution is similar, with multiple
peaks (which are not aligned with the NCO peaks), contributing to
the wide range and multiple peaks of the X factor shown in Fig. 5(d).

At very high densities, more self-shielding allows for CO forma-
tion to be more effective. As Fig. 5(c) shows for model n1000, NCO

is a much better tracer of NH2 . However, though NH2 for this model
reaches values three times greater than model n300 (Fig. 5a), the
distribution in the X factors of both models is very similar. In model
n1000, the X factor increases with increasing (CO or H2) density,
a trend opposite to that apparent for the other models shown in
Fig. 5.

The correlation between the X factor and NH2 is shown in Fig. 6.
Model n300 shows that at NH2 ! 1021 cm−2, the X factor is approx-
imately constant (with a mean value of 2 × 1020 cm−2 K−1 km−1 s).
Only at the highest densities [log(NH2 ) ! 22.0] do the effects of
saturation become clearly evident. On the other hand, model n1000
(shown in Fig. 6c) shows an increase in the X factor at all NH2 .
The line shows the X = NH2 /(70 K km s−1) relationship, which is
simply the H2 column density divided by the mean CO intensity
from this model. This line is a very good fit at log(NH2 ) ! 22, in-
dicating that at most densities the CO line emission is completely
saturated.

The models with lower metallicity and density (Figs 6b and d)
show a decreasing X factor with increasing density (as can also be
seen in Fig. 5). In this regime, an increase in the molecular density

is associated with a greater increase in CO line intensity, resulting
in a decrease in the X factor. Such a trend is also present at the
lowest densities of model n300 (Fig. 6a).

Given that W can have rather different distributions than NCO,
it comes as no surprise that the X factor does not neatly follow
from NCO. For clouds with high CO abundances, such as models
n300 and n1000, NCO is well correlated with NH2 , resulting in a
limited range in the distribution of the X factor. We have seen
that CO line saturation may not be discernible solely from the X
factor distributions, as evident from the similarity of the X factor
(normal) distributions of models n300 (with saturation occurring
only at the highest densities) and n1000 (which is close to fully
saturated). The relationship between X and NH2 (Fig. 6), however,
clearly demonstrates the saturation of the CO line. For the models
with lower density or metallicity, where the W–NH2 correlation is
rather complex, the X factor can have a large distribution and can
even have multiple peaks in its PDF (such as model n100, Fig. 5d).
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Figure 1. Compilation of estimated X factors from a range of systems, shown as a function of surface density. Figure reproduced from
Tacconi et al. (2008).

Figure 2. Mean X factor in bins of gas surface density Σgas for 5 models. The X factor is averaged in different Σgasbins. The value
of X is plotted on the midpoint value of Σgas of each bin. Each model is identified by different colors and symbols (and labeled in the
legend). The large symbols shows the global (emission weighted) mean X factor and mean Σgas from each model.

This indicates that the X factor is dependent on three quan-
tities: the column density of H2, the peak CO intensity, and
the range in velocities. Due to the coupling between hydro-
dynamics, thermodynamics, and chemistry, TB is also de-
pendent on the velocity and density (as well as the kinetic
temperature). We aim to understand the relative contribu-
tion of each of these three properties of the MC. After assess-
ing the X factor from the original Milky Way MC model,
we alter one of these properties, while keeping the others
fixed, and recompute the X factor. In this manner, we can
identify the most important cloud properties responsible for
setting the X factor.

3 MODELING METHOD

3.1 Numerical Magnetohydrodynmics, Chemistry,

and Radiative Transfer

To investigate how MC characteristics affect the X factor,
we analyze magnetohydrodynamic (MHD) models of molec-
ular clouds that include a treatment of chemistry. We per-
form radiative transfer calculations on these numerical mod-
els, in order to solve for the CO level populations and com-
pute the emergent CO intensity. The ratio of the H2 column
density to the emergent CO intensity then gives the X factor
(Eqn. [1]).

The MHD grid-based models follow the evolution of
an initially fully atomic medium with constant density in
a (20 pc)3 periodic box. Thermodynamics is coupled with

c⃝ 2010 RAS, MNRAS 000, 1–23
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derived x-factor

low CO opacity

high CO opacity
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! GADGET 2 (Springel 2005) – SPH 
! Chemical network including reactions with H, C and O  

Nelson & Langer (1999)  

! Fractionation and photo-dissociation of 13CO 
! TreeCol for attenuation of ISRF:12CO,13CO self- and H2 shielding 

Clark et al. (2012) 

! Self gravity→Sink particles 
! CO freeze-out not included 
! Initial abundances: fully molecular (H2 but no CO), 12C/13C = 60

Hydrodynamic simulation setup
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CO-dark gas



modeling molecular cloud formation

- Arepo moving mesh code (Springel 2010) 
- time dependent chemistry (Glover et al. 2007) 
  gives heating & cooling in a 2 phase medium 
- two layers of refinement with mass resolution down to  
  4 M⦿ in full Galaxy simulation 

- UV field and cosmic rays 
- TreeCol (Clark et al. 2012) 
- external spiral potential (Dobbs & Bonnell 2006) 
- no gas self-gravity, SN, or magnetic fields yet

GMC’s

(Smith et al., 2014, MNRAS, 441, 1628)



moving mesh code Arepo: 
- semi-Lagrangian 
- flexible refinement 
- fluid instabilities and no artificial clumping 
  (Agertz et al. 2007) 

- can also handle sub-sonic turbulence  
  (Bauer & Springel 2012) 

- no preferred geometry

numerical method

Springel (2010, MNRAS, 401, 791)
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Figure 2. Map of total column density of hydrogen nuclei for the highly resolved section of the disc in the Milky Way simulation. The
gas has a range of morphologies, from dense spiral arms, to filamentary spurs, to diffuse inter-arm regions.

As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the

total column density

(Smith et al., 2014, MNRAS, 441, 1628)
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As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the

HI column density

(Smith et al., 2014, MNRAS, 441, 1628)



preliminary image from THOR Galactic plane survey (PI H. Beuther): continuum emission around 21 cm

next step: produce all sky maps at various positions in the model galaxy (use RADMC-3D)

(Smith et al., 2014, MNRAS, 441, 1628)



preliminary image from THOR Galactic plane survey (PI H. Beuther): continuum emission around 21 cm

next step: produce all sky maps at various positions in the model galaxy (use RADMC-3D)

http://www.mpia.de/thor/Overview.html
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Figure 4. Map of H2 column density for the highly resolved section of the disc in the Milky Way simulation. H2 is predominantly found
in the spiral arms and in long filaments in the inter-arm regions.

galactic disc which will have higher column densities than in
our face-on disc. The observations of Gillmon et al. (2006)
along sight-lines perpendicular to the disc (shown by the
bold diamonds in Figure 3) are in good agreement with our
data. This gives us confidence that the small-scale galactic
structure is sufficiently resolved to accurately describe its
chemical makeup.

Figure 4 shows the column density of molecular hydro-
gen in the highly resolved disc segment. Molecular hydrogen
is predominantly present in the spiral arms, but there is also
molecular gas in inter-arm spurs and in the inner regions of
the disc. In the inter-arm regions molecular hydrogen is often
found in long filaments that were originally spurs connected
to the spiral arms but that were sheared off as the disc ro-
tated. Figure 5 shows the ratio of H2 to CO column densities
in the gas. There is considerable variation in the abundance
of CO. In particular, the long inter-arm filaments, which

are so apparent in Figure 4, are much less visible in CO.
This can be attributed to their narrow filamentary geome-
try being inefficient at shielding the gas from the ambient
radiation field. Due to the low abundance of CO in these
regions, the molecular gas there is likely to appear ‘dark’ in
observations of CO emission.

3.2 The relationship between CO and H2 column

densities

Although our simulations provide us with information on the
full 3D distributions of the H2 and CO abundances, in gen-
eral these are not observable quantities. For comparison with
observations, it is more useful to examine the correlation
between the H2 and CO column densities, and the column-
averaged abundance of CO relative to H2, ZCO = NCO/NH2 .

The left panel of Figure 6 shows the relation between

H2 column density
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Figure 2. Map of total column density of hydrogen nuclei for the highly resolved section of the disc in the Milky Way simulation. The
gas has a range of morphologies, from dense spiral arms, to filamentary spurs, to diffuse inter-arm regions.

As an example of the results we obtain from our stan-
dard grid, we show in Figure 2 a map of the total column
density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the

(Smith et al., 2014, MNRAS, 441, 1628)
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density in the high-resolution section of the Milky Way sim-
ulation. We see from the map that the gas exhibits very
different morphologies, ranging from dense spiral arms, to
filamentary spurs, to diffuse inter-arm regions. Each of these
regions has a different degree of shielding to the ambient ra-
diation field and consequently a different molecular hydro-
gen abundance.

Figure 3 shows the fractional abundance of molecu-
lar hydrogen relative to hydrogen in all forms as a func-
tion of column density. In this work, we define the frac-
tional abundance of H2 via the relationship fH2 ≡ nH2/n,
where nH2 is the number density of hydrogen molecules and
n ≡ 2nH2+nH+nH+ is the total number density of hydrogen
nuclei. With this definition, the maximum value of the frac-
tional abundance is fH2 = 0.5, corresponding to fully molec-

ular hydrogen. Between column densities of 1020 cm−2 and
1021 cm−2 the molecular hydrogen begins to self-shield and
its abundance rises dramatically. A similar jump in molec-
ular hydrogen abundance is seen observationally at similar
total column densities, as shown by Leroy et al. (2007) and
Wolfire et al. (2008).

Gnedin et al. (2009) presented a galactic scale model of
molecular hydrogen formation in which these observations
were used to calibrate a clumping factor, used to account
for small-scale, unresolved density fluctuations, and tuned
to ensure that the model matched observations. Our results
in Figure 3 are a good match to the observed transition
without us having to apply any calibration factors. There
is some suggestion in Figure 3 that our column densities
are slightly lower for a given value of fH2 than some of the
observational data (e.g. Savage et al. 1977). However, these
observations were taken along long sight-lines within the
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Figure 7. Morphology of the molecular gas in our Milky Way simulation. The greyscale background image shows the H2 column density
(c.f. Figure 4), while the purple points show the strength of the CO velocity-integrated intensity, WCO, estimated as described in the
text. Many of the clouds in the inter-arm region have no portions with integrated intensities above 0.1 K km s−1 and thus would appear
entirely ‘dark’ in CO observations.

can be determined. If we instead average over all of the gas
in our high-resolution region, including the CO-dark clouds,
we obtain a larger value, XCO = 3.9×1020 cm−2K−1km−1s.

3.4 Quantifying the dark gas fraction

To quantify the amount of CO-dark molecular gas in our
simulations, we define a dark gas fraction

fDG(x) =
Mx

H2

MCO
H2

+Mx
H2

, (4)

where Mx
H2

is the mass of CO-dark H2 with emission be-
low an intensity of x = WCO, and MCO

H2
is the mass of

CO-bright H2 above this threshold. Our dark gas fraction
therefore is the ratio of the CO-dark molecular gas to the

total molecular gas. This definition is equivalent to that used
in Wolfire et al. (2010), but differs from that used by some
other authors, who define the dark gas fraction relative to
the total gas mass (i.e. the sum of the atomic and molecular
masses).

Clearly, in order to compute fDG, we need to be able to
distinguish between CO-dark and CO-bright gas. However,
it is not immediately obvious how to do this: how faint does
the CO emission from a cloud of gas need to be before we
call that gas CO-dark? In our analysis, rather than adopting
an arbitrary emission threshold for distinguishing between
CO-dark and CO-bright gas, we have instead computed fDG

as a function of the choice of threshold (x). The results are
plotted in Figure 9. We see from the Figure that in practice,
the value we derive for fDG is not particularly sensitive to

CO column density

(Smith et al., 2014, MNRAS, 441, 1628)



H2 forms above column densities of 1020 cm-2 

CO columns jump after NH2 ~ 1021 cm-2

H2 fraction vs. column density N CO col. density vs. H2 col. density

(Smith et al., 2014, MNRAS, 441, 1628)



details of CO emission

(Smith et al., 2014, MNRAS, 441, 1628)



relation between CO and H2

(Smith et al., 2014, MNRAS, 441, 1628)



Filamentary molecular clouds in inter-arm regions are 
likely only the observable parts of much larger structures.

relation between CO and H2



46% molecular gas below CO column densities of 1016 cm-2 

42% has an integrated CO emission of less than 0.1 K kms-1

fDG = 0.42 Xco=2.2 × 1020 cm-2K-1km-1s

jump due to 
shielding

dark gas fraction

(Smith et al., 2014, MNRAS, 441, 1628)



dark gas fraction

Observational estimates:  

Grenier et al. (2005)           fDG = 0.33-0.5 

Planck coll. (2011)*            fDG = 0.54 

Paradis et al. (2012)* fDG = 0.62  

    (inner fDG = 0.71, outer fDG = 0.43) 

Pineda et al. (2013)             fDG= 0.3 

Roman-Duval et al.              fDG ~ 0.5  
(in prep.)   

* dust methods have large uncertainties. 

fDG = 0.42

(Smith et al., 2014, MNRAS, 441, 1628)



• there is increasing evidence, that a significant fraction 
of the H2 gas in galaxies is not traced by CO  
(e.g. Pringle, Allen, Lubov 2001, Hosokawa & Inutsuka 
2007, Clark et al. 2012)

• 3D simulations of colliding HI gas forming molecular 
clouds at the stagnation region performed by Paul 
Clark in Heidelberg 

- SPH (also with FLASH)
- full fledged CO chemistry
- TREECOL for calculating extinction
- ‘standard’ dust model
- sink particles to account for local collapse (star formation)
- two models: slow and fast flow

is there CO-dark H2 gas?
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Figure 3. Evolution with time of the maximum density (blue, solid line)
and minimum temperature (red, dashed line) in the slow flow (top panel) and
the fast flow (bottom panel). Note that at any given instant, the coldest SPH
particle is not necessarily the densest, and so the lines plotted are strictly
independent of one another.

owing to the fact that in this case, star formation begins before all
of the low-density, unshocked gas has had time to cool sufficiently
to reach the cold phase.

As well as forming significantly more cold gas, we also see that
the fast flow forms more dense gas. Indeed, gas at number densities
n ≥ 104 cm−3 – the minimum density characteristic of the structures
identified observationally as pre-stellar cores – appears after only
about 2.5 Myr in the fast flow, in comparison to 19 Myr in the slow
flow. We also see that the evolution of the density fractions in the
slow flow is more stochastic, indicating that much of the structure
that is formed during the collision between the streams is transient.
This transient structure is either ripped apart by the ram pressure of
the flows or pushed apart by internal thermal pressure and turbulent
motions. In the fast flow, we do not see this behaviour; typically, the
mass above each of our threshold densities is continually rising.

4 C H E M I C A L A N D O B S E RVATI O NA L
TIME- SCA LES

In this section, we first give an overview of the general chemical
evolution of the flows and how long it takes to form a ‘molecular’

cloud in each case – i.e. one that would be seen by an observer
via CO emission. We then go on to look at how the post-processed
CO maps of HH08 compare to our fully self-consistent and time-
dependent treatment of the cloud chemistry. Finally, we look at how
the observable properties of the CO vary with time as the clouds
(and star-forming regions) are assembled.

4.1 General chemical evolution of the flows

An overview of the chemical state of the gas can be found in Fig. 6.
The left-hand plots depict how the global chemical state of the gas
evolves as the flow advances. They show the fraction of the available
hydrogen that is in the form of H2 and the fraction of the available
carbon that is in the form of C+, C or CO. The fraction of the total
carbon that is incorporated into other molecules, such as HCO+, is
always very small and is not plotted. The right-hand plots show the
maximum abundances of H2 and CO within the simulation, which
tells us whether there are any molecular-dominated regions within
the flow. Note that in this plot, the abundances are given with respect
to the overall number of hydrogen nuclei (a conserved quantity),
such that gas in the form of pure H2 will have a fractional abundance
of H2 that is 0.5, whereas gas in which all of the carbon is in the
form of CO will have a fractional abundance of CO that is 1.4 ×
10−4.

We start by looking at the evolution of the H2 in the cloud in Fig. 6.
The left-hand plot shows that the gas goes from being completely
atomic – as in our initial conditions – to having around 10 per cent of
its hydrogen in molecular form by the point at which star formation
sets in (∼7 per cent in the case of the slow flow and ∼12 per cent in
the case of the fast flow). The initial rise in the amount of H2 is also
sharp, going from essentially zero to around a per cent over a period
of less than 2 Myr in each flow. Such a rapid rise can be understood
by looking at the density evolution in Fig. 4. We see that for each
flow, the sudden rise in the H2 fraction is accompanied by a rapid
rise in the amount of gas with a density above 100 cm−3. Since the
formation time of H2 is of the order of 109/n Myr (Hollenbach &
McKee 1979), where n is the number density of the gas, we see
that once the gas density exceeds 100 cm−3, the time required to
convert a large fraction of the hydrogen to molecular form becomes
of the order of a few Myr. Therefore, the sudden appearance of H2

is simply a consequence of the structure that is formed in the flows.
Fig. 6 also shows that some pockets of gas can become almost

fully molecular very early in the calculation, as shown the right-
hand plots of Fig. 6. Again this is simply a reflection of the density
evolution that we see in Fig. 4. What is interesting is that these
pockets of H2 appear very early in the flows’ evolution, well before
the onset of star formation. In the slow flow, the pockets of molecular
gas appear more than 10 Myr before the first star-forming core,
and even in the fast flow, these pockets precede the star formation
by about 3 Myr. In both cases, the regions of molecular hydrogen
appear long before the flows have been able to assemble anything
that could be construed as a star-forming cloud. As such, they exist
in relative isolation during the pre-assembly phase.

In contrast to the early appearance of H2, the appearance of CO
occurs extremely late. The simulations start with all of their carbon
in the form of C+, and we see that most of the carbon stays in this
form as the flows evolve, even once star formation has begun within
the dense gas. Very shortly after the start of the simulation, a small
fraction of the C+ recombines, yielding neutral atomic carbon, and
the amount of this that is present in the flow rises over time as the
amount of cold, dense gas increases. In particular, the same increase
in density that is seen in Fig. 3 also causes the amount of neutral

C⃝ 2012 The Authors, MNRAS 424, 2599–2613
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS

see also Pringle, Allen, Lubov (2001), Hosokawa & Inutsuka (2007)
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Figure 5. The gas temperature–density distribution in the flows at the onset
of star formation.

In our calculations, the visual extinction is calculated during
the tree walk to get the gravitational forces, using our recently
developed TREECOL algorithm (Clark, Glover & KlessenClark et al.
2012), as described in Section 2.1. This yields a 48-pixel map of
the column densities (and hence visual extinctions) seen by each
SPH particle. We use this map to compute a mean visual extinction
AV,mean for each particle, using the following expression:

AV,mean = − 1
2.5

ln

[
1
48

48∑

i=1

exp(−2.5AV,i)

]
, (1)

where AV,i is the visual extinction associated with pixel number i,
and we sum over all 48 pixels. The weighted mean that we calculate
in this fashion accounts for the fact that the photodissociation rates
of molecules such as CO and the photoelectric heating rate of the
gas all depend on exponential functions of AV, rather than directly
on AV itself.

In Fig. 7 we show the distributions of temperature and mean
visual extinction for the particles in both flows, at a point 0.8 Myr
after the onset of star formation (recall that star formation occurs
at a time of 16 Myr in the slow flow and 4.4 Myr in the fast flow).
The points are coloured by the CO abundance of the corresponding
SPH particle, and results are only shown for SPH particles with
fractional CO abundances greater than 10−8. This means that very
little of the warm gas in the flows appears in the plot, since this
material typically has a CO abundance below this threshold. In the
case of the slow flow, we see from the figure that high CO fractions
are present only in gas with a mean visual extinction AV,mean > 2
and a temperature lower than 20 K. In this case, adopting the higher
temperature threshold and lower extinction threshold used by HH08

would lead to an overestimate of the fraction of the flow that would
be traced by CO, and thus identified as a molecular cloud. In the
fast flow, the HH08 approach fares better. In this case, the transition
from low to high CO abundances does indeed occur for AV,mean ∼
1, although for gas with a temperature below around 20–30 K; gas
with T ∼ 50 K and AV,mean ∼ 1 has a very low CO abundance.
Similar results were found in the one-dimensional calculations of
Bergin et al. (2004), who found that the gas must typically sit above
AV,mean ∼ 2 for CO to form efficiently.

The motivation for the extinction threshold adopted in HH08 was
provided by the study of van Dishoeck & Black (1988), who demon-
strated that in uniform density, plane-parallel cloud models, CO is
abundant in regions that have visual extinctions AV > 1. However,
the van Dishoeck & Black (1988) study did not account for density
inhomogeneities in the gas, which have the effect of significantly
complicating the relationship between the CO abundance and the
visual extinction (see e.g. Glover et al. 2010). The HH08 approach
therefore implicitly assumes that all of the gas with AV,mean ! 1 and
T < 50 K is dense enough to sustain a high CO abundance. As we
see in Fig. 7, this is not the case in our model clouds: the scatter in
the relationship between AV,mean and n is quite large, and so much
of the gas with AV,mean ∼ 1 has a density below 1000 cm−3, and
hence although it is relatively cold (T < 50 K), it is nevertheless too
diffuse to have a high CO abundance. A similar density threshold of
around 1000 cm−3 is also found in more idealized turbulent-cloud
models (see e.g. Molina, Glover & Federrath 2011).

One can see by just how much the true mass of the clouds would
be overestimated by looking at Fig. 8, which shows the cumulative
temperature distribution in terms of the flow mass. We see that there
is around an order of magnitude more gas with a temperature in the
range 20 < T < 50 K than a temperature T < 20 K has. Given that the
mean visual extinction of gas with T < 50 K is generally quite high,
as shown in Fig. 7, we see that the HH08 approach will typically
result in inferred ‘molecular clouds’ that are about 10 times more
massive than those predicted by our more self-consistent approach.

Nevertheless, it is clear that the basic motivation underlying the
HH08 approach is sound. Our results suggest that instead of using
a threshold of T < 50 K and AV,mean > 1, the values T < 20 K and
AV,mean > 2 would give a more accurate picture of the location of
the CO-bright gas, at least in the early stages of cloud assembly that
we focus on here.

4.3 Detection via CO emission

The plots in Fig. 6 show us that CO becomes highly abundant in
some regions of the cloud shortly before the onset of star formation.
However, this on its own does not tell us whether these regions
would actually be detectable in CO emission. In this section, we
post-process our results using the RADMC-3D1 radiative transfer code
in order to construct maps of the 12CO (1–0) line emission coming
from the region immediately surrounding the first star-forming core
in each flow. To compute the CO level populations, we use the large
velocity gradient approximation (Sobolev 1957), as implemented in
RADMC-3D by Shetty et al. (2011a,b). The SPH data are interpolated
on to a 2563 grid of size 6.48 pc, centred on the star-forming core. In
this manner, the self-consistently computed abundances of the CO
from the simulations can be used as the basis of the radiative transfer
calculation. The radiative transfer is done along the x-axis of the
grid, such that the rays are fired from negative x to positive x. The

1 http://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/
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Figure 6. Chemical evolution of the gas in the flow. In the left-hand column, we show the time evolution of the fraction of the total mass of hydrogen that is
in the form of H2 (red solid line) for the 6.8 km s−1 flow (upper panel) and the 13.6 km s−1 flow (lower panel). We also show the time evolution of the fraction
of the total mass of carbon that is in the form of C+ (green dashed line), C (orange dot–dashed line) and CO (blue double-dot–dashed line). In the right-hand
column, we show the peak values of the fractional abundances of H2 and CO. These are computed relative to the total number of hydrogen nuclei, and so the
maximum fractional abundances of H2 and CO are 0.5 and 1.4 × 10−4, respectively. Again, we show results for the 6.8 km s−1 flow in the upper panel and the
13.6 km s−1 flow in the lower panel. Note that the scale of the horizontal axis differs between the upper and lower panels.

resulting maps are hence those that would be seen by an observer
sitting at positive x (i.e. one who is looking along the flow).

The images in Fig. 9 show the results from the radiative transfer
calculations, along with the column number density for the same
region. The line transfer data are shown as the velocity-integrated
intensity (WCO) – the quantity that is commonly used to deter-
mine H2 column densities via the so-called ‘X-factor’ (Solomon
et al. 1987; Young & Scoville 1991; Dame, Hartmann & Thaddeus
2001). We perform the radiative transfer at four times in each flow’s
history, spanning a period from 2 Myr before the onset of star for-
mation to 0.8 Myr after the onset of star formation (which is also the
point at which we halt the simulations due to the rapidly increasing
computational expense).

We see that in both cases, WCO is large in the region immediately
surrounding the star-forming core, and that the dense pre-stellar
core is embedded in a larger region of diffuse CO emission. The
range of values for WCO in this region – from a few K km s−1 to
around 20–30 K km s−1 – appears to be consistent with the range
of values found in local clouds such as the Taurus molecular cloud
(Goldsmith et al. 2008; Narayanan et al. 2008). However, the length-
scale associated with the CO-bright regions does differ between the
two flows. For the slow flow, the region around the pre-stellar core is
2 pc in length at the onset of star formation, while in the fast flow the
region is somewhat smaller, having a diameter of roughly 0.5 pc.

In both cases, the extent of the CO emission reflects the column
density distribution in the gas. In general, however, it seems that at
these early times the CO is confined to regions that are undergoing
gravitational collapse.

The images shown in Fig. 9 also demonstrate that both the size of
the CO-bright region and the strength of the emission from this re-
gion vary strongly with time. At a time of 2 Myr before the onset of
star formation, there is essentially no visible CO emission coming
from the fast flow, and only one small region of relatively faint emis-
sion in the slow flow.2 However, the size of the CO-bright region and
the strength of the emission from this region both increase rapidly as
the pre-stellar core begins to undergo gravitational collapse. From
the column density images, we can see that this change largely just
reflects the change in the column density distribution that occurs
as the core collapses. Although the observational definition of ‘de-
tection’ of a molecular cloud via CO emission can vary, depending
on the method used to extract the cloud from the data set and the
telescope used to conduct the survey, a value ofWCO ! 1 K km s−1

2 Strictly speaking, there is a very low level of CO emission coming from
every part of the cloud, but in the image we only indicate the emission when
WCO ≥ 0.1 K km s−1, as emission below this threshold would not in practice
be detectable.
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Figure 9. The images show the evolution of the column number density, N, and the velocity-integrated intensity in the J = 1–0 line of 12CO, WCO (1–0),
for the region in which the first star forms in each of the flows. Four times are shown: 2 Myr prior to star formation (upper left-hand panels), 1 Myr prior to
star formation (upper right-hand panels), the point of star formation (lower left-hand panels) and 0.8 Myr after the onset of star formation (lower right-hand
panels). The CO-integrated intensity map is obtained via a radiative transfer calculation performed with the RADMC-3D code and uses the large velocity gradient
approximation to compute the CO level populations.

simulation before the onset of star formation, and hence correspond
to a time less than 105 yr prior to the formation of the first sink
particle.3

3 We produce output snapshots every 105 yr during the runs.

As in the previous sections, we again see a very different picture
when we compare the conditions surrounding the star-forming core
in each flow. The main difference between the simulations is that
the slow flow is almost entirely Jeans unstable by the onset of star
formation (i.e. its gravitational energy is greater than its thermal
energy), while the fast flow is in general gravitationally stable. This

C⃝ 2012 The Authors, MNRAS 424, 2599–2613
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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next steps:  
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star formation in 
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simulation 
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viewed in the plane 
of the disk.

large-scale filaments

50 pc
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next steps:  
studying details of 
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star formation in 
dedicated zoom-in 
simulation  
(resolution ≲2000 AU, 
with full chemistry) 

analysis:  
- morphology 
- velocity 
- chemistry 
- observations (dust  
  maps for Herschel,  
  CO, N2H+, HCN,  
  etc. for line obs.) 

zoom-in on filaments

Smith et al. (2014, MNRAS, 445, 2900,  
also Smith et al. 2012, ApJ, 750, 64, Smith et al. 2013, ApJ, 771, 24, Chira et al., 2014, MNRAS, submitted)

3

Figure 2. The four simulations at the end of the analysed period. The filament skeleton identified using DispPerSE is shown in grey,
the filaments analysed are shown in white, and star-forming cores are shown by black diamonds.

likely to undergo future star formation. Using DispPerSE
we generate a list of filament segments describing the local
orientation of the filament on the column density grid. Fig-
ure 2 shows an example of the filaments found by DispPerSE
when applied to our simulations. To find the density profile
of the filaments we find the density profile perpendicular to
the filament in each local section. Following the approach of
Arzoumanian et al. (2011) these are then averaged to give
the mean filament density profiles and their standard devi-
ation.

In order to compare the observed filaments with the 3D
simulation distribution we also investigate how the filaments
seen in column density correspond to the underlying density
distribution. Again we use DispPerSE to identify filaments,
this time using a 3D density grid derived from the simula-
tion. Once we have the skeleton of the new filaments we find
the density profile perpendicular to the 3D filament filament
vector in each section using the densities and positions from
the original simulation not the grid, and as before find the
average filament profile.

c⃝ 2010 RAS, MNRAS 000, 1–13
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Figure 4. Top: The filaments S2F1T180, S3F1T170 and S4F1T030 from left to right. The green points show the 2D spine of the filament.
Bottom: The filament column density profiles in log space. The black lines show the average column density profiles, the grey error bars
show the standard deviation of the average, the red line shows the best Plummer-like fit, the green line shows the best Gaussian fit to
the entire filament, and the blue line shows the best Gaussian fit to the core of the filament.

Dataset p Rflat FWHMall

avg. σ avg. σ avg. σ

This work 2.20 0.54 0.074 0.042 0.348 0.091
A11 1.68 0.27 0.046 0.026 - -
J12a 2.28 1.71 0.078 0.099 0.336 0.186

Table 3. Comparison to observations (all physical sizes in par-
secs). A11 represents Arzoumanian et al. (2011) and J12a rep-
resents Juvela et al. (2012a). The full width half maximum in
Arzoumanian is not quoted as it is only measured for the flat
core of the filament.

3 compares the average fitted parameters to observational
estimates by A11 and J12a. The observational datasets also
include some longer and lower density filaments that are not
necessarily star-forming. Nevertheless, filaments in molecu-
lar clouds are found to have fairly universal properties in
A11 and so our filament properties should match the ob-
servations if the simulations are an accurate depiction of
reality.

In agreement with the observations we typically find

that the best fitting Plummer-like profiles have a relatively
shallow power law index p ∼ 2. The prediction for an isother-
mal cylinder in hydrostatic equilibrium is p = 4 (Ostriker
1964). Clearly both our theoretical models and the obser-
vations disagree with this value. One potential explanation
proposed for this disparity is support by magnetic fields,
as magnetised filaments typically exhibit shallower profiles
(Fiege & Pudritz 2000). However, our simulations do not
include magnetic fields, and so magnetic support cannot be
the explanation for the shallow profiles that we find for our
simulated filaments. Another potential explanation comes
from (Fischera & Martin 2012) who found that while fila-
ments that were highly over-pressured with respect to their
environment tended towards ρ(r) ∝ r−4 at large radii, in
agreement with the classical isothermal result, a smaller
over-pressure of 6-12 times the background level results in
profiles more consistent with ρ(r) ∝ r−2 at large radii. On-
going accretion in a direction perpendicular to the filament
may also flatten the density profile. Both these effects are
operative for our simulated filaments.

Our mean best fit values of p and Rflat are in remark-
ably close agreement with the observations of J12a and are

c⃝ 2010 RAS, MNRAS 000, 1–19

50 pc

Smith et al. (2014, MNRAS, 445, 2900)

filaments do not have universal width
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Figure 4. Top: The filaments S2F1T180, S3F1T170 and S4F1T030 from left to right. The green points show the 2D spine of the filament.
Bottom: The filament column density profiles in log space. The black lines show the average column density profiles, the grey error bars
show the standard deviation of the average, the red line shows the best Plummer-like fit, the green line shows the best Gaussian fit to
the entire filament, and the blue line shows the best Gaussian fit to the core of the filament.

Dataset p Rflat FWHMall

avg. σ avg. σ avg. σ

This work 2.20 0.54 0.074 0.042 0.348 0.091
A11 1.68 0.27 0.046 0.026 - -
J12a 2.28 1.71 0.078 0.099 0.336 0.186

Table 3. Comparison to observations (all physical sizes in par-
secs). A11 represents Arzoumanian et al. (2011) and J12a rep-
resents Juvela et al. (2012a). The full width half maximum in
Arzoumanian is not quoted as it is only measured for the flat
core of the filament.

3 compares the average fitted parameters to observational
estimates by A11 and J12a. The observational datasets also
include some longer and lower density filaments that are not
necessarily star-forming. Nevertheless, filaments in molecu-
lar clouds are found to have fairly universal properties in
A11 and so our filament properties should match the ob-
servations if the simulations are an accurate depiction of
reality.

In agreement with the observations we typically find

that the best fitting Plummer-like profiles have a relatively
shallow power law index p ∼ 2. The prediction for an isother-
mal cylinder in hydrostatic equilibrium is p = 4 (Ostriker
1964). Clearly both our theoretical models and the obser-
vations disagree with this value. One potential explanation
proposed for this disparity is support by magnetic fields,
as magnetised filaments typically exhibit shallower profiles
(Fiege & Pudritz 2000). However, our simulations do not
include magnetic fields, and so magnetic support cannot be
the explanation for the shallow profiles that we find for our
simulated filaments. Another potential explanation comes
from (Fischera & Martin 2012) who found that while fila-
ments that were highly over-pressured with respect to their
environment tended towards ρ(r) ∝ r−4 at large radii, in
agreement with the classical isothermal result, a smaller
over-pressure of 6-12 times the background level results in
profiles more consistent with ρ(r) ∝ r−2 at large radii. On-
going accretion in a direction perpendicular to the filament
may also flatten the density profile. Both these effects are
operative for our simulated filaments.

Our mean best fit values of p and Rflat are in remark-
ably close agreement with the observations of J12a and are

c⃝ 2010 RAS, MNRAS 000, 1–19

50 pc

filaments do not have universal width

Smith et al. (2014, MNRAS, 445, 2900)

Arzoumanian, et al., 
2011, A&A, 529, L6 



3D filaments have complex structure

13

Figure 9. Filament 1 from S1 (top) and Filament 1 from S2 (bottom). The panels on the left show our standard x-y projection view
in which we identified the filaments using the column densities. The middle panels shows the same gas projected in the y-z plane. The
green points in these panels are at the same x-y position as on the left but the z co-ordinate is taken from the cell that has the maximum
density at that x-y position. The filaments are clearly not one continuous maximum density structure. The panels on the right show the
y-z projection, finding the z co-ordinate by finding a new filament in y-z column density.

tion which is elongated along the y-axis, as shown in Figure
11 and online.

Ideally, we would like to find the 3D density profile by
fitting the average density profile perpendicular to the fila-
ment spine as in Section 3. However, the averaged 3D den-
sity distribution is extremely noisy. In Figure 12 we show
the average of the density profiles parallel to the filament
3D spine vectors for S1-F1-T140 shown in Figure 11. The
profile contains multiple peaks due to the closely overlap-
ping sub-filaments. While it is possible to fit the profile with
Equation 1 the fit is poor. This can be easily understood by
inspecting Figure 10 which shows that the density distribu-
tion within the gas in never radially symmetric.

Instead we fit each segment of the all the 3D spine vec-
tors identified from DisPerSE individually. For each segment
we centre on the densest gas, rotate the simulation gas cells
about the spine vector, and calculate the profile of the gas
in that segment. As the 3D spine is made up of a variety of
sub-filaments it is not a continuous structure but contains a
mixture of segments from different sub-filaments. In Figure
13 we show the distribution of the best fit values for the

3D Plummer-profile (Equation 1) for the segments of the
3D spine found for the filaments in each of the simulations.
Table 6 summarises the average and median values of the
best fits for the filaments in each simulation. In Table 6 we
do not include the FWHM as we found that it generally did
not fit the filament well in 3D and was purely determined
by the shape of the background gas.

Figure 13 shows that there is over a magnitude scatter
in the best fits found for the individual 3D spine filament
segments. There does not seem to be many visible differ-
ences between the two distributions, however, a K-S test
does confirm that the four datasets are drawn from differ-
ent populations. The mean flattening radius for the three
simulations are very similar (Rflat ∼ 0.035) and are smaller
than the flattening radius found in 2D at the same time in
Table 2. The jeans length for gas of 105 cm−3 at T = 12 K
(typical of the gas at the centre of the filaments) is 0.032 pc.
The filament flattening radii seen in 3D are therefore con-
sistent with that predicted by thermal support. In column
density projection the filaments flattening radii are much
more variable than in 3D, this suggests that differences in

c⃝ 2010 RAS, MNRAS 000, 1–19

Smith et al. (2014, MNRAS, 445, 2900)

2D filament detection 
shows nice coherent 
filament

2D + LOS peak 
detection shows 
complex structure
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analysis confirms  
this picture



50 pc

walk along the filament

Smith et al. (2014, in preparation)

• walking along the 
filament exhibits 
complex 3D structure 
that is now (fully) seen 
in projected density 

• is this similar to the 
filament fibers proposed 
by Hacar et al.  
(2013, A&A, 554, 55)

A. Hacar et al.: Hierarchical core formation in L1495/B213
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Fig. 12. Location of the cloud components of L1495/B213 identified with the FIVe algorithm. Each component is represented by
its central axis and has been color-coded for easier identification. The background grey-scale image is a SPIRE 250µm continuum
map from the Gould Belt Survey (André et al. 2010) that has been blanked out to match the coverage of our FCRAO data.

length of the components is about 15 M� pc�1. This value is sig-
nificantly lower than the ⇡ 54 M� pc�1 derived by Palmeirim et
al. (2013) from their Herschel continuum data, but as mentioned
before, this di↵erence results from the fact that the continuum
analysis associates all the mass to a single cloud component,
while our line analysis shows that the mass is distributed among
distinct velocity components.

Interestingly, the derived mean mass per unit length of
15 M� pc�1 is very close to the equilibrium value for an isother-
mal cylinder in pressure equilibrium at 10 K (Stodólkiewicz
1963; Ostriker 1964). This property, and both the length and as-
pect ratio discussed before, make the L1495/B213 components
very similar to the velocity-coherent filaments of the nearby
L1517 cloud, also studied using C18O data. These L1517 fila-
ments had aspect ratios of approximately 4, typical lengths of
0.5 pc, and mass per unit length in agreement with the predic-
tion for a 10 K isothermal cylinder (Hacar & Tafalla 2011).

A notable di↵erence with the L1517 filaments is the larger
velocity dispersion of the gas in the L1495/B213 components.
The middle-right histogram in Fig. 13 shows the distribution
of the non-thermal velocity dispersion normalized to the sound
speed at 10 K, as calculated by taking the unweighted mean of
the non thermal linewdiths in the individual gaussian fits to the
spectra (the dispersion of the individual line center velocities
presents a similar behavior). While the gas in the L1517 fila-
ments was overwhelmingly subsonic (98% of the points) with a
typical �NT /cs = 0.54 ± 0.19, the gas in L1495/B213 presents
an approximately sonic dispersion of �NT /cs = 1.0 ± 0.2, al-

though there is a ⇠ 15% minority of subsonic, L1517-like fil-
aments. This larger value of the C18O non-thermal motions in
L1495/B213 does not arise only from the action of the embed-
ded protostars (whose e↵ect is noticeable but local), and indi-
cates that the gas in most L1495/B213 filaments is more tur-
bulent, or has larger internal velocity gradients, than the gas in
L1517. Even so, the estimated �NT /cs values indicate that the
internal motions in the L1495/B213 filaments are at most mildly
transonic, and therefore inconsistent with a possible picture of
supersonic turbulence.

Probably related to this larger C18O dispersion is an also
larger dispersion of the non-thermal component of N2H+. The
mean �NT /cs value for this species is 0.61 ± 0.17, compared to
0.36 ± 0.09 in L1517. Apart from this higher velocity disper-
sion, the behavior of the gas in the L1495/B213 filaments is very
similar to L1517, as we discuss in the following section.

The final two histograms present the distribution of velocity
gradients measured along the long axis of each filament (bot-
tom panels of Fig. 13). The left histogram shows the distribution
of global velocity gradients, which are determined by fitting the
full set of LSR velocity values along the long axis with a single
linear gradient. The right histogram (Fig. 13f) shows the distri-
bution of local velocity gradients, which are determined using a
similar method, but this time splitting the velocity data in 0.1 pc
fragments and then taking the average of the fits. As can be seen,
the mean value of the global gradients is close to 0.5 km s�1pc�1,
and the mean value of the local gradients is about 1 km s�1pc�1.
The larger value of the local gradients results from the presence

14
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Smith et al. (2014, MNRAS, 445, 2900)
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sublinear slope
→ how much diffuse CO gas is there 

• detailed (M)HD calculations with time-dependent chemistry 
allow us to study the properties of CO-dark H2 gas
→ implications for interpreting observational data?

• molecular clouds are filamentary, but filament parameters 
(width, slope, central density) may vary significantly
→ what does it mean for star cluster formation?

• next steps: 
multi-physics simulations with Arepo and FLASH for comparison with 
existing survey data
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50 pc

next steps:  
studying details of 
ISM morphology and 
star formation in 
dedicated zoom-in 
simulation 

example:  
giant molecular cloud 
complex (~106 M⦿) 
viewed in the plane 
of the disk.

large-scale filaments

50 pc

Ragan et al., 2014, A&A submitted, arXiv:1403.1450)
Smith et al. (2014, MNRAS, 445, 2900)



50 pc

next steps:  
studying details of 
ISM morphology and 
star formation in 
dedicated zoom-in 
simulation  
(resolution ≲2000 AU, 
with full chemistry) 

analysis:  
- morphology 
- velocity 
- chemistry 
- observations (dust  
  maps for Herschel,  
  CO, N2H+, HCN,  
  etc. for line obs.) 

zoom-in on filaments

Smith et al. (2014, MNRAS, 445, 2900,  
also Smith et al. 2012, ApJ, 750, 64, Smith et al. 2013, ApJ, 771, 24, Chira et al., 2014, MNRAS, submitted)

3

Figure 2. The four simulations at the end of the analysed period. The filament skeleton identified using DispPerSE is shown in grey,
the filaments analysed are shown in white, and star-forming cores are shown by black diamonds.

likely to undergo future star formation. Using DispPerSE
we generate a list of filament segments describing the local
orientation of the filament on the column density grid. Fig-
ure 2 shows an example of the filaments found by DispPerSE
when applied to our simulations. To find the density profile
of the filaments we find the density profile perpendicular to
the filament in each local section. Following the approach of
Arzoumanian et al. (2011) these are then averaged to give
the mean filament density profiles and their standard devi-
ation.

In order to compare the observed filaments with the 3D
simulation distribution we also investigate how the filaments
seen in column density correspond to the underlying density
distribution. Again we use DispPerSE to identify filaments,
this time using a 3D density grid derived from the simula-
tion. Once we have the skeleton of the new filaments we find
the density profile perpendicular to the 3D filament filament
vector in each section using the densities and positions from
the original simulation not the grid, and as before find the
average filament profile.

c⃝ 2010 RAS, MNRAS 000, 1–13
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Figure 4. Top: The filaments S2F1T180, S3F1T170 and S4F1T030 from left to right. The green points show the 2D spine of the filament.
Bottom: The filament column density profiles in log space. The black lines show the average column density profiles, the grey error bars
show the standard deviation of the average, the red line shows the best Plummer-like fit, the green line shows the best Gaussian fit to
the entire filament, and the blue line shows the best Gaussian fit to the core of the filament.

Dataset p Rflat FWHMall

avg. σ avg. σ avg. σ

This work 2.20 0.54 0.074 0.042 0.348 0.091
A11 1.68 0.27 0.046 0.026 - -
J12a 2.28 1.71 0.078 0.099 0.336 0.186

Table 3. Comparison to observations (all physical sizes in par-
secs). A11 represents Arzoumanian et al. (2011) and J12a rep-
resents Juvela et al. (2012a). The full width half maximum in
Arzoumanian is not quoted as it is only measured for the flat
core of the filament.

3 compares the average fitted parameters to observational
estimates by A11 and J12a. The observational datasets also
include some longer and lower density filaments that are not
necessarily star-forming. Nevertheless, filaments in molecu-
lar clouds are found to have fairly universal properties in
A11 and so our filament properties should match the ob-
servations if the simulations are an accurate depiction of
reality.

In agreement with the observations we typically find

that the best fitting Plummer-like profiles have a relatively
shallow power law index p ∼ 2. The prediction for an isother-
mal cylinder in hydrostatic equilibrium is p = 4 (Ostriker
1964). Clearly both our theoretical models and the obser-
vations disagree with this value. One potential explanation
proposed for this disparity is support by magnetic fields,
as magnetised filaments typically exhibit shallower profiles
(Fiege & Pudritz 2000). However, our simulations do not
include magnetic fields, and so magnetic support cannot be
the explanation for the shallow profiles that we find for our
simulated filaments. Another potential explanation comes
from (Fischera & Martin 2012) who found that while fila-
ments that were highly over-pressured with respect to their
environment tended towards ρ(r) ∝ r−4 at large radii, in
agreement with the classical isothermal result, a smaller
over-pressure of 6-12 times the background level results in
profiles more consistent with ρ(r) ∝ r−2 at large radii. On-
going accretion in a direction perpendicular to the filament
may also flatten the density profile. Both these effects are
operative for our simulated filaments.

Our mean best fit values of p and Rflat are in remark-
ably close agreement with the observations of J12a and are

c⃝ 2010 RAS, MNRAS 000, 1–19

50 pc

Smith et al. (2014, MNRAS, 445, 2900)

filaments do not have universal width
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Figure 4. Top: The filaments S2F1T180, S3F1T170 and S4F1T030 from left to right. The green points show the 2D spine of the filament.
Bottom: The filament column density profiles in log space. The black lines show the average column density profiles, the grey error bars
show the standard deviation of the average, the red line shows the best Plummer-like fit, the green line shows the best Gaussian fit to
the entire filament, and the blue line shows the best Gaussian fit to the core of the filament.

Dataset p Rflat FWHMall

avg. σ avg. σ avg. σ

This work 2.20 0.54 0.074 0.042 0.348 0.091
A11 1.68 0.27 0.046 0.026 - -
J12a 2.28 1.71 0.078 0.099 0.336 0.186

Table 3. Comparison to observations (all physical sizes in par-
secs). A11 represents Arzoumanian et al. (2011) and J12a rep-
resents Juvela et al. (2012a). The full width half maximum in
Arzoumanian is not quoted as it is only measured for the flat
core of the filament.

3 compares the average fitted parameters to observational
estimates by A11 and J12a. The observational datasets also
include some longer and lower density filaments that are not
necessarily star-forming. Nevertheless, filaments in molecu-
lar clouds are found to have fairly universal properties in
A11 and so our filament properties should match the ob-
servations if the simulations are an accurate depiction of
reality.

In agreement with the observations we typically find

that the best fitting Plummer-like profiles have a relatively
shallow power law index p ∼ 2. The prediction for an isother-
mal cylinder in hydrostatic equilibrium is p = 4 (Ostriker
1964). Clearly both our theoretical models and the obser-
vations disagree with this value. One potential explanation
proposed for this disparity is support by magnetic fields,
as magnetised filaments typically exhibit shallower profiles
(Fiege & Pudritz 2000). However, our simulations do not
include magnetic fields, and so magnetic support cannot be
the explanation for the shallow profiles that we find for our
simulated filaments. Another potential explanation comes
from (Fischera & Martin 2012) who found that while fila-
ments that were highly over-pressured with respect to their
environment tended towards ρ(r) ∝ r−4 at large radii, in
agreement with the classical isothermal result, a smaller
over-pressure of 6-12 times the background level results in
profiles more consistent with ρ(r) ∝ r−2 at large radii. On-
going accretion in a direction perpendicular to the filament
may also flatten the density profile. Both these effects are
operative for our simulated filaments.

Our mean best fit values of p and Rflat are in remark-
ably close agreement with the observations of J12a and are

c⃝ 2010 RAS, MNRAS 000, 1–19

50 pc

filaments do not have universal width

Smith et al. (2014, MNRAS, 445, 2900)

Arzoumanian, et al., 
2011, A&A, 529, L6 



3D filaments have complex structure

13

Figure 9. Filament 1 from S1 (top) and Filament 1 from S2 (bottom). The panels on the left show our standard x-y projection view
in which we identified the filaments using the column densities. The middle panels shows the same gas projected in the y-z plane. The
green points in these panels are at the same x-y position as on the left but the z co-ordinate is taken from the cell that has the maximum
density at that x-y position. The filaments are clearly not one continuous maximum density structure. The panels on the right show the
y-z projection, finding the z co-ordinate by finding a new filament in y-z column density.

tion which is elongated along the y-axis, as shown in Figure
11 and online.

Ideally, we would like to find the 3D density profile by
fitting the average density profile perpendicular to the fila-
ment spine as in Section 3. However, the averaged 3D den-
sity distribution is extremely noisy. In Figure 12 we show
the average of the density profiles parallel to the filament
3D spine vectors for S1-F1-T140 shown in Figure 11. The
profile contains multiple peaks due to the closely overlap-
ping sub-filaments. While it is possible to fit the profile with
Equation 1 the fit is poor. This can be easily understood by
inspecting Figure 10 which shows that the density distribu-
tion within the gas in never radially symmetric.

Instead we fit each segment of the all the 3D spine vec-
tors identified from DisPerSE individually. For each segment
we centre on the densest gas, rotate the simulation gas cells
about the spine vector, and calculate the profile of the gas
in that segment. As the 3D spine is made up of a variety of
sub-filaments it is not a continuous structure but contains a
mixture of segments from different sub-filaments. In Figure
13 we show the distribution of the best fit values for the

3D Plummer-profile (Equation 1) for the segments of the
3D spine found for the filaments in each of the simulations.
Table 6 summarises the average and median values of the
best fits for the filaments in each simulation. In Table 6 we
do not include the FWHM as we found that it generally did
not fit the filament well in 3D and was purely determined
by the shape of the background gas.

Figure 13 shows that there is over a magnitude scatter
in the best fits found for the individual 3D spine filament
segments. There does not seem to be many visible differ-
ences between the two distributions, however, a K-S test
does confirm that the four datasets are drawn from differ-
ent populations. The mean flattening radius for the three
simulations are very similar (Rflat ∼ 0.035) and are smaller
than the flattening radius found in 2D at the same time in
Table 2. The jeans length for gas of 105 cm−3 at T = 12 K
(typical of the gas at the centre of the filaments) is 0.032 pc.
The filament flattening radii seen in 3D are therefore con-
sistent with that predicted by thermal support. In column
density projection the filaments flattening radii are much
more variable than in 3D, this suggests that differences in

c⃝ 2010 RAS, MNRAS 000, 1–19

Smith et al. (2014, MNRAS, 445, 2900)

2D filament detection 
shows nice coherent 
filament

2D + LOS peak 
detection shows 
complex structure

full 3D filament 
analysis confirms  
this picture



50 pc

walk along the filament

Smith et al. (2014, in preparation)

• walking along the 
filament exhibits 
complex 3D structure 
that is now (fully) seen 
in projected density 

• is this similar to the 
filament fibers proposed 
by Hacar et al.  
(2013, A&A, 554, 55)

A. Hacar et al.: Hierarchical core formation in L1495/B213
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Fig. 12. Location of the cloud components of L1495/B213 identified with the FIVe algorithm. Each component is represented by
its central axis and has been color-coded for easier identification. The background grey-scale image is a SPIRE 250µm continuum
map from the Gould Belt Survey (André et al. 2010) that has been blanked out to match the coverage of our FCRAO data.

length of the components is about 15 M� pc�1. This value is sig-
nificantly lower than the ⇡ 54 M� pc�1 derived by Palmeirim et
al. (2013) from their Herschel continuum data, but as mentioned
before, this di↵erence results from the fact that the continuum
analysis associates all the mass to a single cloud component,
while our line analysis shows that the mass is distributed among
distinct velocity components.

Interestingly, the derived mean mass per unit length of
15 M� pc�1 is very close to the equilibrium value for an isother-
mal cylinder in pressure equilibrium at 10 K (Stodólkiewicz
1963; Ostriker 1964). This property, and both the length and as-
pect ratio discussed before, make the L1495/B213 components
very similar to the velocity-coherent filaments of the nearby
L1517 cloud, also studied using C18O data. These L1517 fila-
ments had aspect ratios of approximately 4, typical lengths of
0.5 pc, and mass per unit length in agreement with the predic-
tion for a 10 K isothermal cylinder (Hacar & Tafalla 2011).

A notable di↵erence with the L1517 filaments is the larger
velocity dispersion of the gas in the L1495/B213 components.
The middle-right histogram in Fig. 13 shows the distribution
of the non-thermal velocity dispersion normalized to the sound
speed at 10 K, as calculated by taking the unweighted mean of
the non thermal linewdiths in the individual gaussian fits to the
spectra (the dispersion of the individual line center velocities
presents a similar behavior). While the gas in the L1517 fila-
ments was overwhelmingly subsonic (98% of the points) with a
typical �NT /cs = 0.54 ± 0.19, the gas in L1495/B213 presents
an approximately sonic dispersion of �NT /cs = 1.0 ± 0.2, al-

though there is a ⇠ 15% minority of subsonic, L1517-like fil-
aments. This larger value of the C18O non-thermal motions in
L1495/B213 does not arise only from the action of the embed-
ded protostars (whose e↵ect is noticeable but local), and indi-
cates that the gas in most L1495/B213 filaments is more tur-
bulent, or has larger internal velocity gradients, than the gas in
L1517. Even so, the estimated �NT /cs values indicate that the
internal motions in the L1495/B213 filaments are at most mildly
transonic, and therefore inconsistent with a possible picture of
supersonic turbulence.

Probably related to this larger C18O dispersion is an also
larger dispersion of the non-thermal component of N2H+. The
mean �NT /cs value for this species is 0.61 ± 0.17, compared to
0.36 ± 0.09 in L1517. Apart from this higher velocity disper-
sion, the behavior of the gas in the L1495/B213 filaments is very
similar to L1517, as we discuss in the following section.

The final two histograms present the distribution of velocity
gradients measured along the long axis of each filament (bot-
tom panels of Fig. 13). The left histogram shows the distribution
of global velocity gradients, which are determined by fitting the
full set of LSR velocity values along the long axis with a single
linear gradient. The right histogram (Fig. 13f) shows the distri-
bution of local velocity gradients, which are determined using a
similar method, but this time splitting the velocity data in 0.1 pc
fragments and then taking the average of the fits. As can be seen,
the mean value of the global gradients is close to 0.5 km s�1pc�1,
and the mean value of the local gradients is about 1 km s�1pc�1.
The larger value of the local gradients results from the presence

14

+

Smith et al. (2014, MNRAS, 445, 2900)





• it has been proposed that molecule formation (H2, 
CO, etc.) is a prerequisite for star formation  
(e.g. Schaye 2004; Krumholz & McKee 2005; Elmegreen 2007; Krumholz et al. 2009)

• the idea is that CO is a necessary coolant for collapse

• however, also C+ and C are very efficient coolants

• see what is needed for star formation, by artificially 
‘switching’ of certain chemical pathways  
(Glover & Clark 2011, 2012)

are molecules needed for star formation?

- no shielding
- no chemistry, gas remains atomic
- H2 chemistry, but no CO
- H2 and CO chemistry, hydrogen initially atomic
- H2 and CO chemistry, hydrogen initially molecular 

- SPH (and FLASH) simulations of isolated, 
gravitational bound molecular cloud 

- column densities for H2 self-shielding, dust 
shielding determined using TreeCol (Clark 
et al. 2011)  



are molecules needed for star formation?

• presence of molecular gas has only 
very minor influence on ability of 
cloud to form stars

Glover & Clark (2011)



are molecules needed for star formation?

no molecule formation,  
only atomic gas 

with full network,  
starting fully molecular

• presence of molecular gas has only 
very minor influence on ability of 
cloud to form stars

• C+ is equally efficient coolant in 
atomic phase as CO in molecular

• shielding is important at high 
densities: photoelectric emission from dust 
grains is not longer dominant heating process

Glover & Clark (2011)

median heating and cooling 
rate as function of density



are molecules needed for star formation?

no molecule formation

with full network

• presence of molecular gas has only 
very minor influence on ability of 
cloud to form stars

• C+ is equally efficient coolant in 
atomic phase as CO in molecular

• what is crucial is the ability of cloud 
to shield itself from interstellar 
radiation field 

• but clouds that are big/dense 
enough to shield themselves will be 
molecular!

this suggests that the correlation 
between H2 and star formation is 
a coincidence

Glover & Clark (2011)



are molecules needed for star formation?

no molecule formation

with full network

• presence of molecular gas has only 
very minor influence on ability of 
cloud to form stars

• C+ is equally efficient coolant in 
atomic phase as CO in molecular

• what is crucial is the ability of cloud 
to shield itself from interstellar 
radiation field 

• but clouds that are big/dense 
enough to shield themselves will be 
molecular!

more important is extinction  
(this introduces metallicity 
dependence)

Glover & Clark (2011)



metallicity  
dependence

Glover & Clark (2012)

384 S. C. O. Glover and P. C. Clark

Figure 5. Maps of column density (first and third columns) and integrated intensity in the J = 1–0 rotational transition of 12CO (second and fourth columns)
for each of the simulations. The maps show a region of side length 16.2 pc that includes roughly 80 per cent of the total cloud mass, but almost all of the CO
emission. The CO integrated intensity maps were produced using the RADMC-3D radiative transfer code, as described in the text.

Therefore, in order to establish the extent to which the con-
clusions that we draw in this paper depend on our assumptions
regarding the strength of the ISRF and the cosmic ray ionization
rate, we have performed several simulations in which these values
were varied. To prevent the number of simulations from becoming
completely impractical, we considered only the two extreme cases
where Z = 1 and 0.01 Z⊙, and in both cases adopted molecular
initial conditions. We performed simulations in which the strength
of the ISRF was increased or decreased by a factor of 10 (hereafter
referred to with labels of the form Zn-G10 or Zn-G01, respectively,

where n denotes the metallicity, as before)3 and simulations in which
ζ H was increased or decreased by a factor of 10 (hereafter referred
to with labels of the form Zn-CR10 or Zn-CR01, respectively). In

3 We remind the reader that in most of our runs, the strength of the UV portion
of the radiation field is G0 = 1 in units of the Draine (1978) field, while
the longer wavelength portions of the field are taken from Black (1994).
Our additional runs therefore correspond to runs with G0 = 10 and 0.1,
respectively, with a similar change also being made at longer wavelengths.

C⃝ 2012 The Authors, MNRAS 426, 377–388
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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both these values alter rapidly once the simulation begins, as the
gas and dust relax towards thermal equilibrium.

We consider five different metallicities in this study: Z = 0.01,
0.03, 0.1, 0.3 and 1.0 Z⊙. In our solar metallicity runs, we adopt the
values xC = 1.4 × 10−4 and xO = 3.2 × 10−4 for our total oxygen
and carbon abundances relative to hydrogen (Sembach et al. 2000).
In the lower metallicity runs, we assume that xC and xO scale linearly
with the metallicity. We also assume that our dust abundance scales
linearly with Z, but for simplicity assume that its properties remain
the same (i.e. we do not change the form of the extinction curve
as we move to lower Z, merely the overall normalization). In every
simulation, we assume that all of the available carbon starts in the
form of C+ and that all of the available oxygen starts in neutral
atomic form. For each metallicity, we perform two simulations, one
in which hydrogen is initially fully molecular and a second in which
it is initially fully atomic. We denote the simulations that start with
molecular hydrogen by labels of the form Zn-M, where n refers to
the metallicity (e.g. Z1-M corresponds to 1 Z⊙, Z01-M to 0.1 Z⊙,
etc.), while for the simulations starting with atomic hydrogen, we
use labels of the form Zn-A.

Finally, we note that the cosmic ray ionization rate of atomic
hydrogen in most of our simulated clouds was ζ H = 10−17 s−1. The
cosmic ray ionization rates for the other major chemical species
tracked in our chemical model were assumed to have the same ratio
relative to the rate for atomic hydrogen as given in the UMIST99
chemical data base (Le Teuff, Millar & Markwick 2000). We explore
the effects of varying ζ H in Section 3.6.2.

3 R ESULTS

3.1 Star formation rate

We first examine how the star formation rate in our model clouds
varies as we vary the metallicity. As in Glover & Clark (2012a), we
use the total mass of gas incorporated into sink particles as a proxy
for the mass of stars formed. Although the limited mass resolution
of our simulations means that the total number of sinks formed is
probably not well resolved, we have shown in previous work that
our adopted resolution is sufficient to accurately determine the star
formation rate (Glover & Clark 2012a).

In the upper panel of Fig. 1, we show how the mass in sinks
varies with time in the five runs in which hydrogen starts in the
form of H2, i.e. runs Z1-M, Z03-M, Z01-M, Z003-M and Z001-
M. In run Z1-M, the solar metallicity run, the first sink forms at
tSF = 2.21 Myr. For comparison, the free-fall time of the cloud at
its initial mean density is slightly longer, tff ∼ 2.5 Myr. However,
the turbulence in the cloud creates overdense regions that are able
to collapse more rapidly than the cloud as a whole, and so it is
not particularly surprising that tSF < tff . Once star formation has
begun, it proceeds steadily, with the total mass of stars reaching
200 M⊙ after another 0.5 Myr (Table 1). Measured from the start
of the simulation, the star formation efficiency per free-fall time of
the cloud at this point is approximately 0.02, consistent with recent
estimates of this quantity by Krumholz & Tan (2007) and Lada,
Lombardi & Alves (2010). We halt the simulation shortly after this
point because we do not include the effects of stellar feedback in our
models and hence expect them to become increasingly inaccurate
as the mass incorporated into stars increases, and as the individual
stars approach the main sequence.

If we now look at what happens as we decrease the metallicity,
we see that as we reduce Z, we delay the onset of star formation.
The time at which the first sink particle forms, tSF, increases from

Figure 1. Upper panel: mass in sinks, plotted as a function of time, for runs
Z1-M (solid line), Z03-M (dotted line), Z01-M (dashed line), Z003-M (dot–
dashed line) and Z001-M (double-dot–dashed line). In these runs, hydrogen
was initially in fully molecular form. Lower panel: the same quantity, but
for runs Z1-A (solid line), Z03-A (dotted line), Z01-A (dashed line), Z003-
A (dot–dashed line) and Z001-A (double-dot–dashed line). In these runs,
hydrogen was initially fully atomic.

Table 1. Star formation time-scales in the
different runs.

Run tSF (Myr) t200 (Myr)

Z1-M 2.21 2.67
Z1-A 2.00 2.76

Z03-M 2.11 2.79
Z03-A 2.78 3.22

Z01-M 2.42 3.08
Z01-A 2.99 3.41

Z003-M 2.95 3.35
Z003-A 3.25 3.56

Z001-M 3.17 3.44
Z001-A 3.67 3.77

2.21 Myr in the solar metallicity case to 3.17 Myr in the 0.01 Z⊙
case. However, even in this case, the delay in the onset of star
formation corresponds to considerably less than a cloud free-fall
time, and star formation begins in all cases within 1.5 free-fall
times. Moreover, once star formation begins, it proceeds at roughly
the same rate in all five simulations.

C⃝ 2012 The Authors, MNRAS 426, 377–388
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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Molecular cooling in the diffuse interstellar medium 5

Figure 1. Gas temperature at t = tff , computed as a function of the number density of hydrogen nuclei, n, and the strength of the
interstellar radiation field in units of the standard value, G0, for a set of runs covering a range of metallicities between Z = Z⊙ and
Z = 10−4 Z⊙. In these runs, the effects of H2 and HD cooling were not included.

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 2. As Figure 1, but for a set of runs that included the effects of H2 and HD cooling.
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BUT: at low metallicities, H2 and HD cooling may indeed matter!


