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1. Running on gas: the ΣH2 - ΣSFR relation

2. H2, CO and SF in simulations

3. The H2 - HI transition and mid-plane pressure

4. Slope and scatter of the ΣH2 - ΣSFR relation



R. Feldmann, Heidelberg 2012

The ΣH2 - ΣSFR relation
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•observations: tight relation on kpc scales

•relation extends into HI dominated region

•relation ~ linear ➔ constant gas depletion 
time (τdep)~ 1-2 Gyr

•slightly super-linear(1.1-1.2) when measured 
over 4 orders of magnitude (e.g. Genzel+10)

The Astrophysical Journal Letters, 730:L13 (6pp), 2011 April 1 Bigiel et al.

Figure 1. Star formation rate surface density, ΣSFR, estimated from FUV+24 µm emission as a function of molecular gas surface density, ΣH2, estimated from CO
J = 2 → 1 emission for 30 nearby disk galaxies. The left panels show data density with equal weight given to each galaxy. Purple, red, orange, and green contours
encompass the densest 25%, 50%, 75%, and 90% of the data. The right panels show each measurement individually as a black dot. The red points indicate running
medians in ΣSFR as a function of ΣH2 and the error bars show the 1σ log scatter in each ΣH2 bin. In both panels, dotted lines indicate fixed H2 depletion times in years.
Measurements in the top panels are on a common angular scale of 13′′, those in the bottom panels are on a common physical scale of 1 kpc. All panels show a strong
correlation between ΣSFR and ΣH2 with the majority of data having τH2

Dep ∼ 2.3 Gyr.

and ΣH2. We find a median H2 depletion time τH2
Dep = 2.35 Gyr

with 1σ scatter 0.24 dex (≈75%). The results at fixed 13′′

resolution are similar, median τH2
dep is ∼2.37 Gyr, and r = 0.7.

It is common to parameterize relationships between gas and
star formation using power-law fits. This can be problematic
physically, because data from widely varying environments
are often not well described by a single power law (B08;
Bigiel et al. 2010b). It is also challenging practically, because
of, e.g., issues of completeness and upper limits (see Blanc
et al. 2009), zero-point uncertainties (compare Rahman et al.
2011) or a correct treatment of the uncertainties associated
with physical parameter estimation. Bearing these caveats in
mind, a rough parameterization may still be useful to the
reader. If we apply a simple linear regression in log space
and fit14 the function ΣSFR = A × (ΣH2/10 M& pc−2)N to

14 Note that we normalize the fit at ΣH2 = 10 M& pc−2 following B08.

the binned kpc data (red points in the lower right panel of
Figure 1), we find A ≈ 4.4 × 10−3 M& yr−1 kpc−2 and
N ≈ 1.0. This is not rigorous: we have treated the observable
ΣH2 as an independent variable and we discarded information
in the process of binning. However, the fit does reasonably
bisect the data. We find similar results fitting the individual
measurements where we are complete with N varying by ±0.2
and A varying by ∼30%, depending mainly on how the fit is
constructed.

The results of this fitting can be distilled to what is immedi-
ately apparent from the plot: a characteristic τH2

Dep ∼ 2.3 Gyr
and a power-law index close to unity, so that the data ex-
tend parallel to the dashed lines of fixed τH2

Dep in Figure 1.
The index close to unity implies that the ratio of ΣH2 to ΣSFR
does not change much as a function of ΣH2 across our data.
We quantify this by comparing τH2

Dep to ΣH2 where we are
complete (ΣH2 > 5 M& pc−2). Figure 2 plots the individual
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Bigiel + 2011 In this talk: I will assume n=1 throughout
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The Kennicutt-Schmidt (Σtot - ΣSFR) relation
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Gnedin & Kravtsov 2010

Does It Work In Real Life?Does It Work In Real Life?

Galaxies at z=3

z=0
z=3 
LBG

z=3 
LBG

Baker+04

Rafelski 2011

Bigiel+08

DMW=1

DMW=0.1

•Traditional K-S relation arises naturally from the 
HI ⬌ H2 transition (around Σc) for given Σtot 

•Σtot ≪ Σc ➔ gas predominantly HI ➔ little SF 
indep. of Σtot

•Σtot ∼ Σc ➔ H2 fraction increases ➔ steep 
increase of SF with Σtot

•Σtot ≫ Σc ➔ gas predominantly H2 ➔ SF ∼ Σtot

•HI ⬌ H2 transition

•larger Σtot ➔ increased shielding 

•larger Σtot ➔ higher formation rates

•Σc changes with dust-to-gas ratio
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The Scatter of the ΣH2 - ΣSFR relation
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•scatter relatively small (~0.1-0.2 dex) on kpc 
scales

• but increases rapidly with resolution ➔ 
“break down of SF laws”

•On < few 100 pc scales: clear separation 
between CO and Hα emission

•Different interpretations:

•Evolution model: CO regions (high τdep) 
evolve into Hα regions (low τdep)

•regional variations of τdep

•Discreteness of SF (see later)

No. 2, 2010 SCALE DEPENDENCE OF τdep IN M33 1703

Figure 3. Scale dependence of the H2 depletion time, τdep, in M33. The y-axis
shows the logarithm of the median H2 depletion time for apertures of different
diameters (x-axis) centered on CO peaks (red) and Hα peaks (blue). Error bars
correspond to uncertainty in the median estimated via a Monte Carlo analysis.
Dashed lines show expectation for simply averaging together two populations
of regions in different evolutionary states (Section 5).
(A color version of this figure is available in the online journal.)

very short τdep (0.3 Gyr). This may not be surprising, given the
expectations that we outlined in Section 1 and the distinctness of
the bright Hα and CO distributions seen in the lower left panel
of Figure 1, but the dramatic difference as one goes from ∼kpc
to ∼100 pc scales is nonetheless striking.

A few caveats apply to Figure 3. First, in subtracting the
diffuse emission (DIG) from the Hα map, we removed ∼40%
of the flux. This could easily include faint regions associated
with CO peaks, which instead show up as zeros in our map.
Perhaps more importantly, we use the 24 µm map only to correct
the DIG-subtracted Hα map for extinction. Any completely
embedded star formation will therefore be missed. For both
of these reasons, the SFR associated with the red points,
while it represents our best guess, may be biased somewhat
low and certainly reflects emission from relatively evolved
regions—those regions that have Hα fluxes above our DIG-
cutoff value. There is no similar effect for the CO map.

Figure 3 implies that there is substantial movement of points
in the star formation law parameter space as we zoom in to
higher resolution on one set of peaks or another. Figure 4 shows
this behavior, plotting the median ΣSFR and median ΣH2 for each
set of apertures (N.B., the ratio of median ΣH2 to median ΣSFR
does not have to be identical to the median τdep; the difference
is usually !30%). We plot only medians because individual
data are extremely uncertain, include many upper limits, and
because we are primarily interested in the systematic effects of
resolution on data in this parameter space.

Apertures centered on CO peaks (red points) have approx-
imately constant ΣSFR, regardless of resolution. This can be
explained if emission in the Hα map is homogeneously dis-
tributed as compared to the position of CO peaks. Meanwhile,
there is a strong change in ΣH2 for decreasing aperture sizes on
the same peaks; ΣH2 goes up as the bright peak centered on fills

Figure 4. Scale dependence of the location of data in the star formation law
parameter space. Red points show the median ΣSFR (y-axis) and ΣH2 (x-axis)
for apertures centered on CO peaks. Blue stars show the same for apertures
centered on Hα peaks. Dashed lines as in Figure 2.
(A color version of this figure is available in the online journal.)

more and more of the aperture. A similar effect can be seen for
the Hα (blue stars), though there is more evolution in ΣH2 with
increasing resolution because most bright Hα peaks also show
some excess in CO emission.

5. DISCUSSION

Figure 3 shows that by zooming in on an individual star-
forming region, one loses the ability to recover the star formation
law observed on large scales. For apertures !300 pc in size,
the relative amounts of CO emission and Hα intensity vary
systematically as a function of scale and what type of region
one focuses on. Another simple way to put this, demonstrated
in Figure 4, is that scatter orthogonal to the SFR–H2 relation
increases with increasing resolution. Eventually this washes out
the scaling seen on large scales and the star formation law may
be said to “break down.”

What is the origin of this scale dependence? In principle, one
can imagine at least six sources of scale dependence in the star
formation law.

1. Statistical fluctuations due to noise in the maps.
2. Feedback effects of stars on their parent clouds.
3. Drift of young stars from their parent clouds.
4. Region-to-region variations in the efficiency of star forma-

tion.
5. Time evolution of individual regions.
6. Region-to-region variations in how observables map to

physical quantities.

Our observations are unlikely to be driven by any of the first
three effects. In principle, statistical fluctuations could drive
the identification of Hα and CO peaks leading to a signal
similar to Figure 3 purely from noise. However, our Monte
Carlo calculations, the overall S/R in the maps, and the match
to previous region identifications make it clear that this is not
the case.

Schruba + 2010
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Why does the ΣH2 - ΣSFR relation have a slope ~1.1-1.2 when 
measured over 4 orders of magnitude ?

What is the origin of the scatter of the ΣH2 - ΣSFR relation & 
can we understand its change with scale?

What role does the CO-H2 conversion factor play?

What is driving the H2 - HI transition in galaxies?
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Modeling
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HI

H2

N-body + AMR hydro code ART*

•non-equilibrium cooling & ionization

•non LTE chemical network

•radiative transfer in the LW bands (OTVET)

•metal enrichment, SN feedback

•H2 formation & destruction, including dust-
shielding and self-shielding

•subgrid modeling of stochastic SF based on H2

•CO, FUV, Hα emission in post-processing

*Adaptive Refinement Tree (Kravtsov+97,02)

•cosmological, zoom-in simulations

•∆x~60 pc,  mDM~1.3×106 M☉



R. Feldmann, Heidelberg 2012

Modeling: H2
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•H2 density is an advected field with source terms

• formation catalyzed on dust grains

•dissociation by UV radiation in the LW bands

•Shielding is important:

The Astrophysical Journal, 728:88 (20pp), 2011 February 20 Gnedin & Kravtsov

Figure 10. Cooling functions (per hydrogen nucleus) for three representative values of gas metallicity Z and the FUV flux UMW. In this plot, we assume DMW = Z/Z!.
Blue points show the full cooling function (including all relevant physical processes), while red points show the result of excluding H2 cooling. Black lines trace the
H2 cooling function from Galli & Palla (1998; left panel) and the standard, metal-free cooling function (right panel).
(A color version of this figure is available in the online journal.)

ĊLE,Z: line excitation cooling of heavy elements, using Sutherland & Dopita (1993) cooling functions for T > 104 K and Penston
(1970) and Dalgarno & McCray (1972) rates in the T < 104 K regime;
ĊD: cooling on dust from Draine (1981).

Some of the reaction rates involving H2 depend on the ortho-to-para ratio of molecular hydrogen. For this ratio and other
thermodynamic quantities (γ (T ), U (T ), etc.), we use exact expressions computed from quantum-mechanical statistical sums (M.
Turk et al. 2011, in preparation).

Examples of cooling functions from our simulations are given in Figure 10. The cooling function, in general, is not a function of gas
temperature only, but also depends on the gas metallicity Z, the energy density of the incident radiation field Uν , the number density
of baryons nb (although for nb ! 104 cm−3 the dependence on the last two parameters always enters as Uν/nb), and abundances of
all atomic and molecular species Xj ≡ nj/nb. Therefore, when plotted as a function of temperature, the cooling function takes a
range of values (depending on the values of other gas properties) rather than a single, unique value.

Interestingly, Figure 10 shows that the cooling rate at T < 104 K is dominated by cooling due to molecular hydrogen, rather than
by low ionization metal species such as O i or C ii, as is commonly assumed. Molecular hydrogen cooling is often assumed to be
negligible (cf. Wolfire et al. 2003; Stahler & Palla 2005) due to lower cooling rates (cf. Galli & Palla 1998). However, we use the
updated H2 cooling rates of Glover & Abel (2008), which are considerably higher than the previous estimates. As Figure 10 shows,
the new H2 cooling rates dominate over the low ionization metal species at T ! 5000 K.

A.5. Shielding Factors

The two shielding factors, SD and SH2 , together with the clumping factor Cρ , are important parameters of our empirical model. As
Gnedin et al. (2009) explain, we use an ansatz similar in spirit to the Sobolev approximation to estimate dust shielding:

SD = e−DMWσ0(nH i + 2nH2 )LSob , (A9)

where DMW is the dust-to-gas ratio in units of its MW value (see Section 2), σ0 = 2 × 10−21 cm2, and

LSob ≡ ρ/(2|∇ρ|). (A10)

Note that the value for σ0 that we use in this paper is twice lower than the one listed in Gnedin et al. (2009); the new value is a
commonly adopted value for this parameter for the MW-type dust and provides a better quantitative fit to the existing observational
constraints. In addition, a factor of two in the denominator of the expression for LSob was missing in Gnedin et al. (2009)—this was a
typo, and the correct expression was used when simulations were run.

The major change between our current model and the model of Gnedin et al. (2009) is in the form of the molecular hydrogen
self-shielding factor. In Gnedin et al. (2009), this form was modified from the commonly used formula of Draine & Bertoldi (1996),

15

SD = e−DMW σ0 nH LSob
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because the FUV flux in Gnedin et al. (2009) was much higher than the Draine value. In our present tests, we find that we can use
either the original Draine & Bertoldi (1996) formula or their simpler and more approximate expression,

SH2 =
{

1, for NH2 < 1014 cm−2,
(NH2/1014 cm−2)−3/4, for NH2 > 1014 cm−2,

(A11)

which we actually use for computational efficiency.6
Finally, to complete the full specification of our chemical model, we need to estimate the column density of the molecular gas,

NH2 , for the self-shielding factor given by Equation (A11). Unfortunately, we cannot simply use the Sobolev approximation to derive
NH2 similar to the column density of dust in Equation (A9), because H2 absorption is concentrated in separate absorption lines and
is sensitive to the internal velocity dispersion inside molecular clouds. These velocities are unresolved in our simulations, but can
greatly reduce the self-shielding of molecular gas. Dust, on the other hand, absorbs UV radiation in continuum and is thus not affected
by velocity distribution of the gas.

Therefore, we introduce the following simple ansatz for the effective column density NH2 for Equation (A11),

NH2 ≈ nH2Lc, (A12)

where Lc is the velocity coherence length of the molecular hydrogen inside molecular clouds. Since we cannot deduce this quantity
from observations or other calculations, we treat it as another parameter of our model.

With the expressions for the shielding factors above, the only two parameters of our model are Cρ and Lc. These parameters can
only be determined by comparing the simulation results to the observational data.

A.6. Correction for Numerical Diffusion

Ideally, in a simulation with infinite spatial resolution, our model should work as designed. In practice, however, the spatial
resolution of a simulation is finite. In addition, numerical solutions of partial differential equations always contain truncation errors.
As Gnedin et al. (2009) show, these errors lead to a small, but non-negligible amount of numerical heating and advection that biases
the H2 formation model.

The analysis of this numerical diffusion bias and the method to correct it in our simulations is described in detail in Gnedin et al.
(2009). Here we only list all the relevant equations for the sake of completeness.

The correction procedure consists in multiplying the densities of H i and H ii and the gas temperature T that are returned by the
hydro solver—nHS

H i , nHS
H ii, and THS (and which are used as initial conditions to Equations (A1))—by the following correction factors,

nHS
H i → nHS

H i

1 + QNum
(
nH/nHS

H i

) ,

nHS
H ii → nHS

H ii

1 + QNum
(
nH/nHS

H ii

) ,

T HS → T HS

1 + QNum(T/30 K)
,

while simultaneously adjusting the density of molecular hydrogen to ensure mass conservation. The correction factor QNum is defined
as

QNum ≡ ασcell
∆t

∆x

(
1 − S

1/3
D

)
,

where α is a numerical coefficient of the order of unity, σcell is the gas velocity dispersion at the cell scale, computed in each cell
(i, j, k) from its six neighbors,

σ 2
cell(i, j, k) ≡ 1

6
[(%vi+1,j,k − %vi,j,k)2 + (%vi−1,j,k − %vi,j,k)2 + (%vi,j+1,k − %vi,j,k)2 + · · ·],

where ∆t and ∆x are the numerical time step and the cell size (which is, in fact, different for different cells on an adaptively refined
mesh in our simulations), and the factor 1 − S

1/3
D ensures that the numerical correction becomes non-trivial only when the dust

shielding is strong (SD & 1, i.e., inside molecular clouds). This last factor was not included in the numerical correction formula of
Gnedin et al. (2009); in this paper, we find that we can reduce the numerical correction by that factor without noticeably biasing the
H2 formation model.

This form for the numerical correction is rather insensitive to the specific choice of the coefficient α: varying α from 0.5 to 2
changes atomic hydrogen fractions inside molecular clouds and SFRs by less than their natural scatter. We use α = 1 as the fiducial
value.

6 We have indeed verified that a more complex formula (Equation (37) of Draine & Bertoldi 1996) produces essentially indistinguishable results from the more
approximate form of Equation (A11).
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•Dust shielding

•H2 self-shielding
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Modeling: CO
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starting point: 
•MHD, driven turbulence ISM simulations (Glover, Mac Low, 2010)

•CO abundance as function of Z & N

•modeled of dependence on UV (photodiss. eq.)
•virial scaling of CO line width with gas surface density
•compute CO emission from each cell in the escape 

probability formalism

The Astrophysical Journal, 747:124 (21pp), 2012 March 10 Feldmann, Gnedin, & Kravtsov
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Figure 5. Dependence of the X-factor on metallicity and UV radiation field on ∼60 pc scales. The XCO predictions are based on cosmological simulations with
constrained ISM properties and assume a constant CO line width ∆v = 3 km s−1 (left panel) and a virial line width scaling ∆v ∝ Σ1/2 (right panel). The solid red,
green, and blue lines show the median X-factor of all cells above the CO sensitivity threshold, WCO = 0.2 K km s−1, for a UV radiation field of UMW = 0.1, UMW = 1,
and UMW = 100, respectively. The light shaded areas in red, green, and blue show the 16th and 84th percentiles of the X-factor distribution for UMW = 0.1, UMW = 1,
and UMW = 100, respectively. Magenta squares and green circles show X-factor measurements of individual molecular clouds by Leroy et al. (2011) and Bolatto
et al. (2008), respectively. Dot-dashed lines show observed scalings of XCO with metallicity by Wilson (1995) and Arimoto et al. (1996). The CO intensity threshold
WCO = 0.2 K km s−1 roughly corresponds to the 3σ intensity cut for the Small Magellanic Cloud in the sample of Leroy et al. (2011). The intensity threshold is
higher for other (more metal-enriched) galaxies in their sample, typically WCO ∼ 1 K km s−1. Applying this higher threshold has little impact on the median X-factor
for Z ! 0.3 Z$, but it narrows the width of the X-factor distribution by ∼0.2 dex. The horizontal line at XCO, MW = 2 × 1020 K−1 cm−2 km−1 s corresponds to
XCO, MW, the canonical value of the galactic X-factor. On ∼60 pc scales there is no unique X-factor for a given Z and UMW, but rather a broad distribution with a
median that increases with decreasing metallicity and decreasing strength of the interstellar radiation field. Given the uncertainties and the scatter in the observational
data, the predictions of our X-factor model are consistent with direct measurements of XCO in molecular clouds.
(A color version of this figure is available in the online journal.)

not statistically significant. Our predictions also agree well with
the slopes and normalizations found in the studies by Wilson
(1995) and Arimoto et al. (1996).

Our model predicts that the X-factor decreases with increas-
ing UV field at sub-solar metallicity. A large UV field suppresses
molecular clouds with relatively low H2 column densities
(Feldmann et al. 2011) and, hence, clouds with large
X-factors. Note this happens despite the fact that the X-factor
at fixed H2 column density increases with UV field (at least for
Z ! 0.1 Z$). This (moderate) UV dependence of the X-factor
may contribute to the rather low XCO values in some of the
GMCs observed by Leroy et al. (2011).

Figure 5 also shows estimates of the X-factor based on virial
masses from high-resolution CO maps by Bolatto et al. (2008).
These observations do not feature strong metallicity trends,
possibly due to the fact that they focus on CO bright clumps
and do not account fully for CO–dark molecular envelopes
around those clumps. The scatter in these observations is very
large. Interestingly, our X-factor model predicts a similarly large
scatter.

Our simulations therefore suggest that one should expect
significant variations in the X-factor even at fixed metallicity and
UV field. However, it is important to point out that the scatter
depends on the CO sensitivity limit, with higher sensitivity
(i.e., a lower limit) leading to a larger scatter. This result can
be easily understood from Figure 3 or Figure 4. Lowering a
sufficiently small sensitivity limit further will imply that more

regions with lower WCO (and hence lower NH2 and larger XCO)
are included in the analysis, hence increasing the overall scatter.
For instance, for Z = Z$, UMW = 1, and a WCO threshold of
>0.2 K km s−1 our simulations predict a scatter (defined as half
the distance between the 16% and 84% percentiles of log10 XCO)
of 0.45–0.5 dex, while it is 0.25–0.3 dex for WCO > 1 K km s−1.
The scatter is not strongly dependent on the interstellar radiation
field over most of the studied parameter range (UMW = 0.1–100,
Z/Z$ = 0.1–1).

We can fit the increase of XCO with decreasing metallicity
with a pure power law, a dependence that is often assumed in
the literature,

log10 XCO = a1 log10(Z/Z$) + a0. (15)

We provide the fit parameters in Table 1. For instance, for
UMW = 1, WCO > 0.2 K km s−1, and in case of a virial scaling
of the CO line width the slope of the XCO–Z relation is −0.74.
What is determining this slope? Clearly, the slope of the XCO–Z
relation depends on the slope of the XCO–AV relation (see
Figure 2) and that of the AV –Z relation (see below).

In order to study the latter we show in Figure 6 the (volume-
weighted) probability distribution functions of the mean visual
extinction AV , the hydrogen column density NH, and H2 column
density NH2 of all ∼60 pc resolution elements above the CO
sensitivity limit 0.2 K km s−1. This figure demonstrates that
(1) the median NH increases with decreasing metallicity, (2) the
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large variety of star formation histories to 20% accuracy (Bell &
de Jong 2001). Then

log
!?

M! pc"2
¼ "0:4!Ks þ 9:62þ log cos i; ð8Þ

where !Ks is the surface brightness of the galaxy in magnitudes
per square arcsecond.

Calculating Pext requires knowledge of the gas velocity dis-
persion and the stellar scale height. For all galaxies, we assume
a constant gas velocity dispersion of vg ¼ 8 km s"1, which is
observed across the disks of several galaxies (e.g., Shostak &
van der Kruit 1984; Dickey et al. 1990; Burton 1971; Malhotra
1995). We estimate the stellar scale height h? based on the relation-
ship between the radial scale length of the stellar disks (R?) and
the corresponding stellar scale heights found by Kregel et al.
(2002). Fitting their data gives

log h? ¼ "0:23 ' 0:05ð Þ þ 0:8 ' 0:1ð Þ log R?: ð9Þ

where h? and R? are measured in parsecs. To measure R?, we
azimuthally average the stellar surface density in annuli of con-
stant galactocentric radius assuming the orientation parameters
in Table 1. We fit an exponential function to the resulting pro-
file, ignoring regions indicating the presence of a bulge. Using
the derived value of R?, we then calculate the scale height using
equation (9). The derived stellar scale heights are reported in
Table 1. The estimate of the scale height is calculated prior to
convolution to a common resolution. We assume that the ionized
gas contributes negligibly to!g; in any event, its scale height is
large (Reynolds 1989), and its contribution to the midplane pres-
sure should be small.

3.3. Completeness

We calculate Rmol as a function of pressure on a pixel-by-pixel
basis for all pixels that have measured surface densities of H i,
CO, and 2 !m emission. Figure 1 is a plot of the correlation
between these two quantities for NGC 5194 (M51). The two
quantities are clearly correlated, but the different signal-to-noise
ratios (S/N’s) of the three data sets affect the distribution of
points in the figure. Of the three tracers, the CO emission has the
lowest S/N and is found at the fewest positions. It is thus the
limiting factor in our analysis.

To illustrate the effects offinite sensitivity, we plot the locus of
points where !H2

¼ 8 M! pc"2 (the 5 " sensitivity limit), !? ¼
300 M! pc"2, and a range of !H i as the solid curve in Figure 1.
We choose !? ¼ 300 M! pc"2, so that the curve roughly co-
incides with the left boundary of the data. The curve is a good
match to the shape of the left edge of the data in Figure 1. At a
given pressure, points that lie below the line have CO surface
brightnesses that are too weak to be detected; the solid line there-
fore represents the completeness limit for the observations. Be-
cause we wish to bin the data in values of Pext, we have complete
CO data only when the lowest measured values of Rmol for the
entire sample lie above the completeness line. Thus, all of the
data to the right of the dotted line, the intersection of the com-
pleteness line with the lowest values of Rmol, have complete CO
data (i.e., complete measured values of!H2

). Plots of Pext versus
Rmol for four other representative galaxies are shown in Figure 2,
showing that the scatter of the individual points within a galaxy
exhibits considerable variation.

3.4. The Relationship between Pext and Rmol

Since we wish to measure the molecular gas fraction as a
function ofPext/k, we average Rmol in bins of 0.1 dex inPext/k. To
avoid biases due to the finite sensitivity, the analysis is restricted
to Pext/k larger than Pmin/k, the value at which the completeness
curve intersects the bottom of the data distribution. Practically,
we define Pmin/k as the bin containing the minimum value of
Rmol in the sample, and we only consider bins of Pext/k with this

Fig. 1.—Molecular gas fraction as a function of midplane hydrostatic pressure
for NGC 5194 (M51). The mean relationship is plotted in a thick gray line. The
completeness limit arising from the molecular gas observations is plotted as a
solid black line. The intersection of this line with the bottom of the observed
distribution determines the truncation limit. The relationship between Pext and
Rmol is only calculated above this limit.

Fig. 2.—Plots of Pext vs. Rmol for four galaxies showing a range of scatter on a
pixel-by-pixel basis. For galaxies such as NGC 3521, the scatter is so small (15%)
that finding the completeness limit is trivial. For galaxies such as NGC 7331, we
must use the technique described in the text for estimating the completeness limits
in the relationship.
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1. INTRODUCTION

The abundance of molecular gas in galaxies is set by a
complex interplay of various formation and destruction
processes operating in a highly turbulent medium. While
many of the individual physical mechanisms are rela-
tively well understood, such as the formation of molecu-
lar hydrogen (H2) on dust grains, its photo-dissociation
by ultraviolet (UV) photons in the Lyman-Werner bands,
or the importance of dust and H2 self-shielding (Draine,
Krumholz, Glover, Gnedin, etc TBD-REF), we still lack
a realistic and coherent picture that links together the
formation of molecular gas, star formation, the turbulent,
multi-phase structure of the ISM, and the importance of
the various feedback channels due to star formation. The
molecular content of galaxies is a key diagnostic that pro-
vides insights not only into how galaxies evolve and grow
their stellar component, but also helps to constrain the
properties of the physical processes (including feedback)
that operate in the ISM. In addition, the modeling of
the molecular ISM provides a crucial theoretical back-
ground for the interpretation of molecular gas surveys,
such as those expected in the near future with the Ata-
cama Large Millimeter/sub-millimeter Array (ALMA).

A number of analytical and numerical models have
been developed that predict the H2 abundance in galax-
ies as function of their ISM properties (TBD-REF). In
addition, observations in nearby disk galaxies reveal a
clear correlation between the abundance of H2 and the
(estimated) mid-plane pressure (Wong & Blitz, Blitz &
Rosolowski, Leroy et al. TBD-REF). Specifically, it has
been found that the surface density ratio between molec-
ular and atomic hydrogen Rmol = ΣH2/ΣHI has a power-
law dependence Rmol ∝ Pα

ext, with α ∼ 0.8 − 1.0, on
(the estimate of) the mid-plane pressure Pext. Doing
TBD Elmegreen 1993 (TBD-REF) estimated that, the
H2 abundance

a relation between the H2 abundance and the pressure
in the ISM is expected

Elmegreen 1993 (TBD-REF)
From a theoretical perspective : understanding H2

abundances -¿ physics of H2 formation & destruction,
feedback Observationally: H2 abundance, global cosmic
SFR, ALMA

The abundance of molecular gas in galaxies is ulti-
mately set by the complex interplay of H2 formation and
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destruction processes operating in a turbulent, multi-
phase medium.

observations revealed the existence of simple empirical
relations

on dust grains, photo-dissociation in the ultraviolet
(UV), shielding in a turbulent medium

Whatever determines the molecular content of galaxies
has therefore a crucial impact on the evolution of galaxies
and the growth of their stellar component.

A crucial aspect in the evolution of galaxies and the
growth of their stellar component is thus the formation
of molecular hydrogen.

How galaxies acquire a molecular reservoir is therefore
a crucial aspect

It has long been conjectured that the conversion be-
tween atomic and molecular hydrogen in the interstellar
medium (ISM) of galaxies is regulated by its gas pressure
(Elmegreen 1993, TBD-REF).
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What figures?

• Fig. 1 Show Pext vs R for DMW=1, UMW=1
(points + averages, fit (sim) and fit (observations)

• Fig. 1b: Modify Pext to take (too large) stellar
density into account

• Fig. 2 Show Pext vs Pthermal+Pturb

• Fig. 3: Show slope and amplitude vs. DMW,
UMW, =¿ compare with observations

• Table 1: observational data: slope, amplitude,
DMW (and UMW =¿ scale with SSFR as an esti-
mate)

difference to Fumagalli: - we take CO into account -
their ”BR” model is by taking the fit relation R (A Σgas∗
ρ0
∗.5)0.92; assuming it always holds then using this to

infer ΣHI as function of Σgas. Problem: Since slope ∼ 1 -
¿ ΣHI| ∼ Σ0

gas.08, almost flat, but results depend strongly
on the assumed slope - then compare with the ΣHI vs
Σgas prediction of KMT (which has a HI saturation) &
use observations of 100 pc to disentangle the two. =¿
in this way they do not need H2 data (which would be
required to compute R)

show that simulations naturally reproduce BR relation
for MW conditions show what happens when UV and Z
changes

TEST ELMEGREEN: plot R in cell vs P 2.2/UMW -¿
no clear correlation
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large variety of star formation histories to 20% accuracy (Bell &
de Jong 2001). Then

log
!?

M! pc"2
¼ "0:4!Ks þ 9:62þ log cos i; ð8Þ

where !Ks is the surface brightness of the galaxy in magnitudes
per square arcsecond.

Calculating Pext requires knowledge of the gas velocity dis-
persion and the stellar scale height. For all galaxies, we assume
a constant gas velocity dispersion of vg ¼ 8 km s"1, which is
observed across the disks of several galaxies (e.g., Shostak &
van der Kruit 1984; Dickey et al. 1990; Burton 1971; Malhotra
1995). We estimate the stellar scale height h? based on the relation-
ship between the radial scale length of the stellar disks (R?) and
the corresponding stellar scale heights found by Kregel et al.
(2002). Fitting their data gives

log h? ¼ "0:23 ' 0:05ð Þ þ 0:8 ' 0:1ð Þ log R?: ð9Þ

where h? and R? are measured in parsecs. To measure R?, we
azimuthally average the stellar surface density in annuli of con-
stant galactocentric radius assuming the orientation parameters
in Table 1. We fit an exponential function to the resulting pro-
file, ignoring regions indicating the presence of a bulge. Using
the derived value of R?, we then calculate the scale height using
equation (9). The derived stellar scale heights are reported in
Table 1. The estimate of the scale height is calculated prior to
convolution to a common resolution. We assume that the ionized
gas contributes negligibly to!g; in any event, its scale height is
large (Reynolds 1989), and its contribution to the midplane pres-
sure should be small.

3.3. Completeness

We calculate Rmol as a function of pressure on a pixel-by-pixel
basis for all pixels that have measured surface densities of H i,
CO, and 2 !m emission. Figure 1 is a plot of the correlation
between these two quantities for NGC 5194 (M51). The two
quantities are clearly correlated, but the different signal-to-noise
ratios (S/N’s) of the three data sets affect the distribution of
points in the figure. Of the three tracers, the CO emission has the
lowest S/N and is found at the fewest positions. It is thus the
limiting factor in our analysis.

To illustrate the effects offinite sensitivity, we plot the locus of
points where !H2

¼ 8 M! pc"2 (the 5 " sensitivity limit), !? ¼
300 M! pc"2, and a range of !H i as the solid curve in Figure 1.
We choose !? ¼ 300 M! pc"2, so that the curve roughly co-
incides with the left boundary of the data. The curve is a good
match to the shape of the left edge of the data in Figure 1. At a
given pressure, points that lie below the line have CO surface
brightnesses that are too weak to be detected; the solid line there-
fore represents the completeness limit for the observations. Be-
cause we wish to bin the data in values of Pext, we have complete
CO data only when the lowest measured values of Rmol for the
entire sample lie above the completeness line. Thus, all of the
data to the right of the dotted line, the intersection of the com-
pleteness line with the lowest values of Rmol, have complete CO
data (i.e., complete measured values of!H2

). Plots of Pext versus
Rmol for four other representative galaxies are shown in Figure 2,
showing that the scatter of the individual points within a galaxy
exhibits considerable variation.

3.4. The Relationship between Pext and Rmol

Since we wish to measure the molecular gas fraction as a
function ofPext/k, we average Rmol in bins of 0.1 dex inPext/k. To
avoid biases due to the finite sensitivity, the analysis is restricted
to Pext/k larger than Pmin/k, the value at which the completeness
curve intersects the bottom of the data distribution. Practically,
we define Pmin/k as the bin containing the minimum value of
Rmol in the sample, and we only consider bins of Pext/k with this

Fig. 1.—Molecular gas fraction as a function of midplane hydrostatic pressure
for NGC 5194 (M51). The mean relationship is plotted in a thick gray line. The
completeness limit arising from the molecular gas observations is plotted as a
solid black line. The intersection of this line with the bottom of the observed
distribution determines the truncation limit. The relationship between Pext and
Rmol is only calculated above this limit.

Fig. 2.—Plots of Pext vs. Rmol for four galaxies showing a range of scatter on a
pixel-by-pixel basis. For galaxies such as NGC 3521, the scatter is so small (15%)
that finding the completeness limit is trivial. For galaxies such as NGC 7331, we
must use the technique described in the text for estimating the completeness limits
in the relationship.
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The abundance of molecular gas in galaxies is set by a
complex interplay of various formation and destruction
processes operating in a highly turbulent medium. While
many of the individual physical mechanisms are rela-
tively well understood, such as the formation of molecu-
lar hydrogen (H2) on dust grains, its photo-dissociation
by ultraviolet (UV) photons in the Lyman-Werner bands,
or the importance of dust and H2 self-shielding (Draine,
Krumholz, Glover, Gnedin, etc TBD-REF), we still lack
a realistic and coherent picture that links together the
formation of molecular gas, star formation, the turbulent,
multi-phase structure of the ISM, and the importance of
the various feedback channels due to star formation. The
molecular content of galaxies is a key diagnostic that pro-
vides insights not only into how galaxies evolve and grow
their stellar component, but also helps to constrain the
properties of the physical processes (including feedback)
that operate in the ISM. In addition, the modeling of
the molecular ISM provides a crucial theoretical back-
ground for the interpretation of molecular gas surveys,
such as those expected in the near future with the Ata-
cama Large Millimeter/sub-millimeter Array (ALMA).

A number of analytical and numerical models have
been developed that predict the H2 abundance in galax-
ies as function of their ISM properties (TBD-REF). In
addition, observations in nearby disk galaxies reveal a
clear correlation between the abundance of H2 and the
(estimated) mid-plane pressure (Wong & Blitz, Blitz &
Rosolowski, Leroy et al. TBD-REF). Specifically, it has
been found that the surface density ratio between molec-
ular and atomic hydrogen Rmol = ΣH2/ΣHI has a power-
law dependence Rmol ∝ Pα

ext, with α ∼ 0.8 − 1.0, on
(the estimate of) the mid-plane pressure Pext. Doing
TBD Elmegreen 1993 (TBD-REF) estimated that, the
H2 abundance

a relation between the H2 abundance and the pressure
in the ISM is expected

Elmegreen 1993 (TBD-REF)
From a theoretical perspective : understanding H2
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feedback Observationally: H2 abundance, global cosmic
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destruction processes operating in a turbulent, multi-
phase medium.

observations revealed the existence of simple empirical
relations

on dust grains, photo-dissociation in the ultraviolet
(UV), shielding in a turbulent medium

Whatever determines the molecular content of galaxies
has therefore a crucial impact on the evolution of galaxies
and the growth of their stellar component.

A crucial aspect in the evolution of galaxies and the
growth of their stellar component is thus the formation
of molecular hydrogen.

How galaxies acquire a molecular reservoir is therefore
a crucial aspect

It has long been conjectured that the conversion be-
tween atomic and molecular hydrogen in the interstellar
medium (ISM) of galaxies is regulated by its gas pressure
(Elmegreen 1993, TBD-REF).
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The abundance of molecular gas in galaxies is set by a
complex interplay of various formation and destruction
processes operating in a highly turbulent medium. While
many of the individual physical mechanisms are rela-
tively well understood, such as the formation of molecu-
lar hydrogen (H2) on dust grains, its photo-dissociation
by ultraviolet (UV) photons in the Lyman-Werner bands,
or the importance of dust and H2 self-shielding (Draine,
Krumholz, Glover, Gnedin, etc TBD-REF), we still lack
a realistic and coherent picture that links together the
formation of molecular gas, star formation, the turbulent,
multi-phase structure of the ISM, and the importance of
the various feedback channels due to star formation. The
molecular content of galaxies is a key diagnostic that pro-
vides insights not only into how galaxies evolve and grow
their stellar component, but also helps to constrain the
properties of the physical processes (including feedback)
that operate in the ISM. In addition, the modeling of
the molecular ISM provides a crucial theoretical back-
ground for the interpretation of molecular gas surveys,
such as those expected in the near future with the Ata-
cama Large Millimeter/sub-millimeter Array (ALMA).

A number of analytical and numerical models have
been developed that predict the H2 abundance in galax-
ies as function of their ISM properties (TBD-REF). In
addition, observations in nearby disk galaxies reveal a
clear correlation between the abundance of H2 and the
(estimated) mid-plane pressure (Wong & Blitz, Blitz &
Rosolowski, Leroy et al. TBD-REF). Specifically, it has
been found that the surface density ratio between molec-
ular and atomic hydrogen Rmol = ΣH2/ΣHI has a power-
law dependence Rmol ∝ Pα

ext, with α ∼ 0.8 − 1.0, on
(the estimate of) the mid-plane pressure Pext. Doing
TBD Elmegreen 1993 (TBD-REF) estimated that, the
H2 abundance

a relation between the H2 abundance and the pressure
in the ISM is expected
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destruction processes operating in a turbulent, multi-
phase medium.

observations revealed the existence of simple empirical
relations

on dust grains, photo-dissociation in the ultraviolet
(UV), shielding in a turbulent medium

Whatever determines the molecular content of galaxies
has therefore a crucial impact on the evolution of galaxies
and the growth of their stellar component.

A crucial aspect in the evolution of galaxies and the
growth of their stellar component is thus the formation
of molecular hydrogen.

How galaxies acquire a molecular reservoir is therefore
a crucial aspect

It has long been conjectured that the conversion be-
tween atomic and molecular hydrogen in the interstellar
medium (ISM) of galaxies is regulated by its gas pressure
(Elmegreen 1993, TBD-REF).
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tively well understood, such as the formation of molecu-
lar hydrogen (H2) on dust grains, its photo-dissociation
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that operate in the ISM. In addition, the modeling of
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ground for the interpretation of molecular gas surveys,
such as those expected in the near future with the Ata-
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destruction processes operating in a turbulent, multi-
phase medium.

observations revealed the existence of simple empirical
relations

on dust grains, photo-dissociation in the ultraviolet
(UV), shielding in a turbulent medium

Whatever determines the molecular content of galaxies
has therefore a crucial impact on the evolution of galaxies
and the growth of their stellar component.

A crucial aspect in the evolution of galaxies and the
growth of their stellar component is thus the formation
of molecular hydrogen.

How galaxies acquire a molecular reservoir is therefore
a crucial aspect

It has long been conjectured that the conversion be-
tween atomic and molecular hydrogen in the interstellar
medium (ISM) of galaxies is regulated by its gas pressure
(Elmegreen 1993, TBD-REF).
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has therefore a crucial impact on the evolution of galaxies
and the growth of their stellar component.

A crucial aspect in the evolution of galaxies and the
growth of their stellar component is thus the formation
of molecular hydrogen.
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medium (ISM) of galaxies is regulated by its gas pressure
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infer ΣHI as function of Σgas. Problem: Since slope ∼ 1 -
¿ ΣHI| ∼ Σ0

gas.08, almost flat, but results depend strongly
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Model: given

built simple model based on fitting 
formula by Gnedin & Kratsov 2011

find slope ~0.7 (vs. B&R’06 ~0.9, W&B’02 ~0.8),
consistent amplitude
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•steep decline of amplitude with Z
•well explained by model => i.e. by Σc(Z)
•more severe if H2 based on CO (XCO effect)

Feldmann et al. in prep

•no strong trend with UV field
•not in conflict with observations 
(but not confirmed yet either)
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Extremely crude model!

�SFR� =
MH2

τdep

(ensemble avg. SFR)

SFR∆t =
N∆t

�N∆t�
�SFR� (observed SFR)

N∆t ∆t/∆tSF

•draw Poisson distr. random variable with 
mean and variance
•number of “SF events” in time Δt

Ansatz: SF = Poisson Process with rate ∆t−1
SF

~100 pc

on avg. 1 SF event per ΔtSF 
per volume element! 
ΔtSF~10-20 Myr

H2

SF

dense

Feldmann + 2012 (arXiv:1204.3910)
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•observed depletion time given a SF tracer with lifetime Δt

MH2/SFR∆t = τdep

�N∆t�
N∆t

= τdep

∆t/∆tSF

N∆t

observed depletion time can be much shorter 
than the global average & depends on tracer

• introduces scatter in the ΣH2 - ΣSFR relation via

•Poisson (discreteness) noise in the number of SF events
•fluctuations in the avg. SFR due to H2 variations
•their covariance

Consequences of the stochastic SF model
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ΔtSF fundamentally different from tff
•time between SF events
•decreases with scale

•duration of SF event
•increases with scale

MF of young massive clusters

age < 108 yr
age < 107 yr

no obs
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(M* ~ 2.5×105 M☉, see Portegies Zwart et al. 2010) Arguments for ΔtSF ~ 10-20 Myr 
on ~100 pc scales

•lower limit: crossing time L/σ ~ 10 Myr (at l=100 pc)

•upper limit: scatter in the ΣH2 - ΣSFR relation

•reproduces reasonable cluster mass function

•consistent with observed relation between SFR & 
maximum embedded star cluster mass (Weidner+04)

SF model
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Slight super-linearity in observed molecular KS relation explained by:

•Increase of XCO with column density (primarily)
•Increase of XCO with decreasing metallicity of higher z galaxies

Feldmann + 2012 
(arXiv:1204.3910)

2 Feldmann, Gnedin & Kravtsov
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Fig. 2.— Relation between the surface density of molecular gas ΣH2 and the surface density of the star formation rate ΣSFR as derived
from a simulation with constrained ISM properties (Z = Z!, UMW = 1). The value for ΣH2 includes the factor 1.36 that accounts for the
presence of Helium. The panels differ in the spatial averaging scale, whether the SFRs are measured instantaneously or are time averaged
(with an averaging kernel of 20 Myr), and whether the small scale star formation prescription is purely linear or not, see section TBD. (Top
left panel) 1 kpc averaging scale, time averaged SFRs, linear star formation; (Top right panel) 1 kpc averaging scale, instantaneous SFRs,
linear star formation; (Bottom left panel) 1 kpc averaging scale, time averaged SFRs, non-linear star formation prescription; (Bottom right
panel) 4 kpc averaging scale, time averaged SFRs, linear star formation. Only cells with a CO intensity of at least 0.4 K km s−1 are
included in the plot. The “true” distribution of ΣH2 and ΣSFR, i.e., as measured directly from the simulation cells, is shown as the red
shaded area. Blue diamonds (median) and error bars (16-th and 84-th percentile) show the “observed” distribution of ΣH2 and ΣSFR, i.e.,
the one in which ΣH2 is inferred from the CO intensity, predicted by our model, using the galactic X-factor. The CO line width scales with

H2 column density: ∆v ∝ Σ1/2. The use of ∆v = 3 km s−1 steepens the slope of the ΣH2 − ΣSFR relation at large H2 column densities
(! 100 M! pc−2), but has essentially no effect at lower column densities. The magenta (cyan) line shows the result of a bisector regression
of the actual (observed) ΣH2 − ΣSFR relation in the range ΣH2 = 3 − 100 M! pc−2. The regression parameters (slope and scatter) are
shown at the top of each panel. The small vertical lines on the left show the limits in the inferred ΣH2 column density due to lower limits
in the detectable CO intensity. Diagonal lines indicate gas-depletion times of (from top to bottom) 0.2 Gyr, 1 Gyr, 2.3 Gyr (Bigiel et al.
2011; thick line), and 5 Gyr. The distribution of kpc scale patches in the nearby galaxy sample of Bigiel et al. 2011 is indicated by the two
contour lines (enclosing 50% and 90% of the data, respectively). The galaxies in our simulations with constrained ISM conditions are on
average more gas-rich than galaxies in the local universe, due to the way the simulations are set up.

local z~2
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Fig. 3.— The ΣH2 − ΣSFR relation as predicted by a fully cosmological, hydrodynamical simulation at z ∼ 2 (simulations HZ-csm,
HZ-fid). Each panel shows the predictions of the “inferred” ΣH2 −ΣSFR relation, i.e., the one where H2 surface densities are derived from
12CO emission maps using a galactic conversion factor XCO,MW = 2× 1020 K−1 cm−2 km−1 s. (Left) the interstellar radiation fields and
metallicities as computed self-consistently within the simulation at z = 1.8. The H2 weighted mean metallicity at this epoch is only ∼ 0.5Z"
but spans a broad range from (1-σ) 0.25 to 0.75 Z". This results in a value of XCO that is above the galactic conversion factor and hence
shifts the median of the inferred ΣH2 −ΣSFR relation slightly toward lower surface densities when compared with the observations by Bigiel
et al. (2011) for galaxies in the local Universe. The more interesting result is, however, that the slope of the ΣH2 −ΣSFR relation appears
to steepen, in particular at high ΣSFR. (Right) The simulation is restarted at a slightly earlier epoch and continued for ∼ 200 Myr down
to z = 1.8, but this time with dust-to-gas ratios and UV radiation fields fixed to DMW = 1 and UMW = 1, respectively. The steepening
of the ΣH2 − ΣSFR relation remains visible and is therefore not a result of changes in the dust-to-gas ratios or interstellar radiation fields.
Symbols and lines are as in Fig. 1b. In addition, the gray dashed line shows the fit to the observed ΣH2 − ΣSFR relation based on a large
sample of low and high-z galaxies by Genzel et al. (2010). The red triangles mark the individual positions of simulated galaxies with stellar
masses exceeding 1010 M". All simulation predictions are based on our fiducial SF and CO model. The latter assumes a virial scaling
of the CO line width. The red arrow at the top indicates the median shift in the inferred H2 column density of the simulated galaxies if
the CO line width would be fixed to a constant value of 3 km s−1. The figure shows that galaxies with high gas or SFR surface densities
appear to deviate from a linear ΣH2 − ΣSFR relation, consistent with the observations of Genzel et al. (2010), despite the fact that the
underlying relation between SFR and H2 mass is perfectly linear. The super-linear slope (∼ 1.1− 1.2) of the inferred ΣH2 −ΣSFR relation
is caused primarily by the increase of XCO with increasing ΣH2 at high gas column densities. Our results apply only to galaxies that are in
an equilibrium mode of star formation, not to starbursting galaxies. In the latter environments our CO model becomes unreliable and the
galaxy-wide ratio between total molecular gas and the for SF relevant dense molecular gas (n > 104 cm−3) may change (Gao & Solomon
2004; Lada et al. 2012; Papadopoulos et al. 2012).

ness temperature with redshift could lead to a system-
atic z dependence of the normalization of the observed
ΣH2−ΣSFR relation. This can produce an artificial trend
with surface density if a galaxy sample is used in which
ΣH2 (and ΣSFR) strongly correlate with galaxy redshift.
Finally, the ΣH2−ΣSFR relation may actually get steeper
at high column densities. For instance, it has been sug-
gested that star formation becomes more efficient at high
column densities because external pressure on molecular
clouds shifts the balance between gravity and turbulent
support (Krumholz & McKee 2005). Upcoming obser-
vations with the Atacama Large Millimeter Array will
hopefully enable us to distinguish between our model and
these alternatives (e.g., see Fu et al. 2012).

3.4. The scatter in the ΣH2 − ΣSFR relation
There are many effects and processes that could, in

principle, contribute to the scatter in the ΣH2 − ΣSFR
relation. Clearly, scatter can arise from (1) uncertainties
related to the method of estimating SFRs, (2) uncer-
tainties related to the estimation of H2 masses and
surface densities, (3) a possible non-linearity of the star
formation process, and (4), any systematic uncertainties
in the observables that were not accounted for. We

will focus in this paper on the scatter sources (1) and
(2). The potential role of (3) is discussed in detail in
Feldmann et al. (2011). We do not attempt to model
sources that fall under category (4), since they are not
intrinsic but depend on the specifics of the observational
survey.

SFR estimates : The stellar mass that was formed over
some past time interval will, in general, not coincide with
the SFR that is expected based on the present H2 mass.
In other words, as shown in Feldmann et al. (2011),
the use of a time-averaged SFR as an estimator of the
ensemble-average SFR introduces scatter. The follow-
ing (not necessarily distinct) mechanisms fall under this
category:

• discreteness of star formation: star formation oc-
curs in individual star formation events, i.e., is clus-
tered in time,

• stochasticity of star formation: star formation re-
lations on small scales hold only in an (ensemble)
average sense.

• fluctuations in the H2 abundance: H2 densities and,

n=1

n=1.2

predict n~1 predict n~1.1-1.2
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•strong increase with decreasing scale 
•above ~ 1 kpc: XCO variations dominate
•below ~ 1 kpc: discreteness noise of SF

Scatter

•decreases with increasing tracer lifetime
•increases with increasing ΔtSF
•scaling ~l-0.5: 2D configuration + finite 

width of density pdf

Feldmann + 2011 (arXiv:1010.1539)

Feldmann + 2012 (arXiv:1204.3910)
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Fig. 4.— Scatter in the ΣH2 − ΣSFR relation as function of spatial averaging (resolution) scale for a galaxy with Milky-Way like ISM
properties (DMW = 1, UMW = 1). In both panels the scatter is measured over the range 10 M! pc−2 < ΣH2 < 100 M! pc−2. Regions
with ΣSFR < 3 × 10−4 M! yr−1 kpc−2 or ICO < 0.2 K km s−1 are excluded from the analysis. (Left) The blue dot-dashed line shows
the scatter that arises when ΣH2 is know exactly, but SFR are inferred from FUV luminosities. The blue dotted lines marks the analogous
result when SFR are derived from the stellar masses formed within the last 20 Myr. Scatter in XCO at fixed CO emission leads by itself
to a scatter in the inferred ΣH2 − ΣSFR relation of the order of 0.1-0.2 dex and is shown as the magenta hashed region. The lower and
upper boundaries of this region correspond to the cases of virial scaling of the CO line width vs constant line width, respectively (see text).
Fluctuations in XCO are not an important source of scatter on sub-kpc scales (at fixed dust-to-gas ratio and interstellar radiation field),
but become increasingly relevant on scales of ∼ kpc and above. Finally, the black horizontally hashed region shows the combined scatter
that takes into account both the scatter in XCO and the scatter associated with the estimations of SFRs. (Right) This panel shows how the
scatter depends on the SF tracer (FUV, Hα, or simple time averaged SFR) and on assumptions about the stochasticity of the SF process
(see legend). The critical parameter is the average time ∆tSF between SF events at a given site within the galaxy (see text). Specifically,
the upper 4 lines show the scatter as derived from the various SF tracers for ∆tSF = 10 Myr (our fiducial value), while the two lines just
below correspond to ∆tSF = 1 Myr. The gray hashed region shows the scatter for a run with ∆tSF = 0.1 Myr. This scatter results from the
mismatch in time scales between SFRs that are averaged over the lifetime of a particular tracer (4 Myr - lower boundary; 20 Myr - upper
boundary) and H2 masses that are observed at a given instant. The figure shows that stochastic effects play a crucial role in determining
the overall scatter in the ΣH2 − ΣSFR relation. Furthermore, modulo XCO effects, the scatter decreases with scale l roughly as a power
law ∝ l−α, with α ≈ 0.5 − 0.7, consistent with the findings and interpretation given by Feldmann et al. (2011).

mass and age t. This can be rewritten as

Lν(t) = 〈SFR〉φν (t)Eν , (2)

where

Eν =
∫ ∞

0
φν(t′)dt′, and

〈SFR〉φν (t) =
1

Eν

∫ ∞

0
SFR(t − t′)φν(t′)dt′

are the total spectral energy emitted by an SSP of unit
mass and the luminosity weighted SFR, respectively.
Hence, if time-averaged and luminosity weighted SFRs
trace each other closely, then the constant Eν is the per-
fect (i.e., scatter-free) conversion factor between tracer
luminosity and time-averaged SFR. The validity of this
statement does not depend on the form of φν .

We show in Fig. 4b that the scatter in the ΣH2 −ΣSFR
relation depends on both the star formation tracer and
the time discreteness parameter ∆tSF. We find that
Hα-based SFR estimates lead to more scatter in the
ΣH2−ΣSFR relation than the use of FUV flux as a tracer.
Hence, the star formation tracer with the shorter lifetime
(Hα) leads to larger scatter. Similarly, when we estimate
the SFR based on the actual stellar mass formed within
the past 4 Myr and the 20 Myr, we find that the use

of a shorter averaging time leads to more scatter in the
ΣH2 − ΣSFR relation.

The averaging timescales of 4 and 20 Myr correspond
roughly to the luminosity weighted timescales of Hα and
FUV emission (Leroy et al. 2012). It is therefore not
entirely surprising that the scatter predictions computed
using these time-averaged SFRs are similar to the pre-
dictions that use Hα and FUV based tracers. It demon-
strates that Hα and FUV based tracers can, to a good
degree of approximation, be treated as a top-hat filter
with a width of ∼ 4 Myr and ∼ 20 Myr, respectively.
This correspondence will break, however, if the scales are
small enough and the lifetimes of the particular tracer
short enough such that luminosity weighted SFRs and
time-averaged SFRs begin to differ substantially. For Hα
based SFR estimates this appears to happen on scales of
< 400 pc, while for FUV based tracers the effect is small
even on spatial averaging scales of ∼ 100 pc.

Fig. 4b also shows that the scatter depends on the
average time between star formation events ∆tSF. As
expected a shorter ∆tSF means that individual star for-
mation events involve less stellar mass but occur at a
higher rate, which reduces the scatter. The sharp drop
in the scatter when ∆tSF is reduced to 1 Myr proves that
much of the scatter in our fiducial ∆tSF = 10 Myr model
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1. ΣH2 - ΣSFR relation clearly important test-bed for SF modeling

2. CO-H2 conversion factor can lead to increase in slope of the ΣH2 - ΣSFR relation 
at large surface densities

3. Scatter in the ΣH2 - ΣSFR relation 

• potentially caused by discreteness of SF 

• testable predictions for the scatter and τdep  as function of SF tracer lifetime

4. Scatter roughly ~scale-0.5; explained by 2D set-up of the gas disk & width of the 
density pdf

5. Strong Z dependence of the amplitude of the pressure - H2/HI relation in self-
consistent H2 models
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Thank you!


