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Summary of the week

Today

Introduction to Seren (the SPH for this week) and basic ideas behind 
doing chemistry in fluid codes.

Tuesday 

How to create a simple model of the ISM with H2/H+ chemistry and basic 
ISM heating and cooling

Wednesday 

Ways to improve on the simple model: CO, better treatment of shielding, 
radiative transfer, treating optically-thick line-cooling.

Thursday 

Overview of Pop III : overview of the main chemical processes, how it can 
go wrong(!), improving optically-thick line-cooling

Friday 

SPH add-ons and improvements: sink particles, diffusion, new fixes.



• Written by David Hubber, and SPH expert (means “star” in 
Welsh!)

• It’s a new code (unlike the organic growths that most groups 
use), written in clear F90

• Has a flexible SPH implementation under the hood

• It is maintained, and can be accessed via GIT

• Has support for MPI/OpenMP

• It has several excellent code papers attached to it:

Seren: an SPH code

Hubber et al. 2011, A&A, 529, 27
Hubber et al. 2013, MNRAS, 430, 1599

Hubber et al. 2013, MNRAS, 430, 3261
Hubber et al. 2013, MNRAS, 432, 711



• Several time-integration methods

• Individual particle timesteps (+ limiters)

• Different flavours of SPH: 
• different implementations (original/‘grad-H’/entropy formalism)

• several different smoothing kernels

• various forms of viscosity

• Hybrid N-body + gas (4th order Hermite for N-body)

• Improved sink particle implementation

• Several modifications to SPH

• Approximations for radiative transfer:
• Dust continuum RT approx (Stamatellos/Forgan)

• Photoionisation (Bisbas)

Inside Seren



Code comparison paper

• Compares SPH to AMR for a series of standard test-
problems

Hubber et al. (2013)

Convergence of AMR and SPH simulations 11

Figure 6. Development of the Kelvin-Helmholtz instability with a 2 : 1 density contrast using (a) MG with a 256⇥256 uniform grid, and
(b) SEREN with 195, 872 particles using conservative SPH with the quintic kernel and Price (2008) artificial conductivity. The columns
from left to right show the development of the instability at times t = 0.3⌧KH , t = 0.6⌧KH , t = 0.9⌧KH , t = 1.2⌧KH and t = 1.5⌧KH .

are in pressure balance with P = 2.5. The ratio of specific
heats is � = 5/3. Fluid 1 (y > 0) has a density ⇢1 = 1 and
x-velocity v1 = 0.5. Fluid 2 (y < 0) has a density ⇢2 (= 2 or
10) and x-velocity v2 = �0.5. The velocity perturbation in
the y-direction is given by
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where � = 0.5 and y1 = 0.25 and y2 = �0.25 are the lo-
cations of the shearing layers between the two fluids. The
computational domain is �0.5 < x < 0.5 and �0.5 <
y < 0.5 with periodic boundaries in both the x-dimension
and y-dimension. The growth timescale, ⌧KH, of the Kelvin-
Helmholtz instability in the linear regime is
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For the 2 : 1 density contrast, ⌧KH = 1.06, and for the 10 : 1
density contrast, ⌧KH = 1.74. We follow the evolution of the
KHI until a time of t = 2 ⌧KH using both MG and SEREN,
beyond the linear growth of the instability and into the non-
linear regime where vorticity develops.

We model each both KHI at various resolutions. For
the finite volume code, we model both the 2 : 1 and 10 : 1
instabilities with 32⇥ 32, 64⇥ 64, 128⇥ 128 and 256⇥ 256
uniform grid cells. When using AMR, these are the maxi-
mum e↵ective resolutions of the simulations. For the SPH
simulations, we set-up each part of the fluid as a separate
cubic lattice arrangement of particles. For the ⇢ = 1 fluid,
we set-up the particles on 44 ⇥ 22, 88 ⇥ 44, 180 ⇥ 90 and
360 ⇥ 180 grids for the di↵erent resolution tests. For the
⇢ = 2 fluid, we set-up the particles on 64 ⇥ 32, 128 ⇥ 64,
256 ⇥ 128 and 512 ⇥ 256 grids. For the ⇢ = 10 fluid, we
set-up the particles on 140 ⇥ 70, 280 ⇥ 140, 568 ⇥ 284 and
1136 ⇥ 568 grids. The masses for the particles in each den-
sity fluid are selected to give the required average density.
Therefore, the masses of the SPH particles in the two regions
are not necessarily the same (but are as close as possible
while maintaining a uniform grid of particles on each side).
We set-up the thermal properties of the gas to give pres-
sure equilibrium across the interface. We first calculate the
SPH density from Equation 6, and then calculate the specific
internal energy, u

i

= P /⇢
i

/(� � 1). An initially smoother
internal energy discontinuity helps to minimise the repulsive

e↵ects at the boundary between the two fluids (Cha et al.
2010).

3.3.2 Simulations

We model both the 2 : 1 and 10 : 1 density-contrast KHI
using both AMR and SPH with a variety of di↵erent op-
tions and resolutions to assess the e↵ect of both on the de-
velopment of the instability. For the AMR simulations, we
perform simulations with both a uniform grid, and with 4
levels of refinement. For the SPH simulations, we model the
KHI with both the M4 and Quintic kernels, and also with
and without the artificial conductivity terms advocated by
both Price (2008) and Wadsley et al. (2008). We follow the
growth of the instability until a time t = 1.5 ⌧KH = 1.59 for
the 2 : 1 instability and t = 1 ⌧KH for the 10 : 1 instabil-
ity. Figure 7 shows the development of the 2 : 1 instability
at five successive time snapshots for the highest resolution
AMR and SPH simulations. Figures 7 & 8 shows the devel-
opment of the KHI for four di↵erent resolutions (columns
1 - 4, increasing resolution to the right) with these various
combinations of options for both the finite volume and SPH
codes.

For the very lowest resolution using the finite volume
code with 32⇥32 grid cells (Figure 7(a), column 1), the insta-
bility grows in the linear regime with approximately the cor-
rect timescale, but there is insu�cient resolution to model
small-scale vorticity and therefore, the instability stalls and
does not proceed into the non-linear regime. Using 64 ⇥ 64
cells (Figure 7(a), column 2), there is now enough resolu-
tion to model vorticity, and the instability proceeds into the
non-linear regime generating a partial spiral vortex at the
shearing interfaces. We note that this agrees with the pre-
vious result by Federrath et al. (2011) who find that mesh
codes cannot adequately resolve vorticies with less than⇠ 30
grid cells. As we increase the resolution further to 128⇥ 128
grid cells (Figure 7(d)) and 256⇥256 grid cells (Figure 7(e)),
the general e↵ect of increasing resolution is to allow more
highly detailed spiral structure to be resolved in the sim-
ulation. The general evolution of the instability (e.g. the
growth timescale, the size of the spiral vortex) is converged
by this point. Increasing the resolution further can lead to
secondary instabilities which are seeded by the grid. In prin-
ciple, these secondary instabilities can be suppressed by us-
ing a physical viscosity which has a dissipation length scale
independent of resolution.

For the SPH simulations using the M4 kernel (Figure

c� 2013 RAS, MNRAS 000, 1–??

MG (Van Loo et al. 2006)

Seren 



An improved sink particle algorithm for SPH simulations 11
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Figure 4. A time-sequence of false-colour images of the Boss-Bodenheimer test, performed with NewSinks, X
SINK

= 2, ρ
SINK

=
10−11 g cm−3 and N

SPH
=102400. Each frame has dimensions (2.4 × 103 AU)2, and the time (in Myrs) is given in the top-left corner.

The colour encodes log
10
(ρ̄/g cm−3), where ρ̄ is the density-weighted mean density along the line of sight, and black dots mark sinks.

and/or decreasing ρ
SINK

and/or decreasing N
SPH

makes
sinks larger (increases Rs, see Eqn. 48), and this makes
the artifical enhancement of the accretion rate greater (see
below for the explanation). Both effects (earlier formation,
greater artificial enhancement of the accretion rate) increase
the mass of the OldSink by 0.030Myr.

With NewSinks, there is almost no dependence on
ρ
SINK

or X
SINK

, and provided the minimum Jeans mass is
well resolved (N

SPH
! 105), almost no dependence on N

SPH

The reasons why increasing Rs amplifies the artificial
enhancement of the accretion rate onto an OldSink are
threefold. First, to be accreted by an OldSink an SPH par-
ticle has to enter its exclusion-zone, which is evidently eas-
ier if the exclusion-zone is larger. Second, the flow of SPH
particles into the exclusion-zone is amplified artificially by
the steep non-physical gradients at Rs. Third, once an SPH
particle is accreted, it takes with it specific angular momen-
tum of order (GMsRs)

1/2. The larger Rs is, the larger the
amount of angular momentum that is removed by accretion,
when this angular momentum should be transferred to the
matter that is next in line to be accreted, thereby reducing
its chances of being accreted in the immediate future.

With NewSinks, this does not happen. First, the flow
of SPH particles into the interaction-zone is not amplified ar-
tificially by steep non-physical gradients at Rs. Second, the
SPH particles that are accreted by the point-mass have nor-
mally transferred much more angular momentum (to other
SPH particles) in the process of migrating into the centre of
the interaction-zone. Third, whatever angular momentum
they do add to the point-mass is then returned to the SPH
particles remaining in the interaction-zone, so that the an-
gular momentum of the point-mass remains small.

5.4 Turbulent core collapse

In order to establish how well NewSinks perform under
more realistic conditions, we simulate the collapse of a tur-
bulent prestellar core, using initial conditions from Walch
et al. (2012, specifically core ‘A-MM8’ with seed 200). The
core has mass 1.28M

!
, initial radius 2.5× 103 AU, and the

density prodile of a critical Bonnor-Ebert Sphere (i.e. one
with dimensionless boundary radius ξ

B
= 6.45). The initial

turbulent velocity field subscribes to a power spectrum of
the form P (k) ∝ k−4 (see also Walch et al. 2010, 2012),
with 2"k"10 (where k=1 corresponds to the core radius).
The gas is initially isothermal at 11K. The Mach Number of
the turbulence is 1.5, and the ratios of thermal and turbulent
energy to gravitational energy are α=0.018 and γ=0.040.

The initial conditions are set up by cutting a sphere
of 157,000 SPH particles from a relaxed periodic cube, and
scaling the mass and radius so that the inner 128,000 SPH
particles have total mass M

CORE
= 1.28M

!
and outer ra-

dius R
CORE

=2.5×103 AU; thus all SPH particles have mass
m

SPH
=10−5 M

!
. Next the inner 128,000 SPH particles are

stretched to fit the density profile of a critical Bonnor-Ebert
Sphere (as in the rotating Bonnor-Ebert Sphere test of Sec-
tion 5.2), and allocated a temperature T =11K. At the same
time, the outer 29,000 SPH particles are stretched so that
they have uniform number-density ten times smaller than
the number-density of the SPH particles just inside R

CORE
,

and allocated a temperature T = 110K. Finally, the tur-
bulent velocity field is evaluated on a Cartesian grid, and
the velocities of individual SPH particles are obtained by
interpolation on this grid.

The evolution of the core is simulated using NewSinks,
OldSinks and UrSinks, with three different values of
ρ
SINK

= 10−11, 10−10 and 10−9 g cm−3; in all cases we set
X

SINK
= 2. All nine simulations are terminated at t

FIN
=

150 kyr. Fig. 6 shows the density field on the z=0 plane at

c© 2012 RAS, MNRAS 000, 1–??

Improved sink particle algorithm

• “Boss-Bodenheimer test” (1979):

Hubber,  Walch & Whitworth (2013)



Nbody-paper

• Colliding plummer spheres with gas

Hubber et al. (2013)

A hybrid SPH/N-body method for star cluster simulations 13
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Figure 5. Supersonic collisions between gas-dominated (90 per cent gas by mass) Plummer spheres at (a) the initial state; (b) just after
the collision; (c) the end of the simulation.Each Plummer sphere has 5000 gas particles and 200 equal-mass star particles. The initial
crossing time of a Plummer sphere is 2.45 code units and the time is measured in code units. Stars are shown by white dots, the colour
table shows the column density of the gas in code units.

opposite directions. The stellar component is altered somewhat from the star-only case where it appears to shrink for the 10

per cent and 50 per cent Lagrangian radii (with the 90 per cent remaining fairly constant). Conversely, the gas appears to
expand at all radii, and on a timescale comparable to the stellar 2-body relaxation timescale. Therefore, there is a transfer of

energy from the stars to the gas, allowing the gas to heat and expand, and conversely the stars lose energy and contract.
Most importantly for this paper, the results converge for different gas particle numbers (with the same number of star

particles). For Ns = 500, we use both 5, 000 (Figure 4(c)) and 50, 000 (Figure 4(d)) gas particles. The evolution of both the

Ns = 500 simulations is basically identical. There is some deviation between the Ns = 100 results at late times in different
Ng backgrounds. This is due to low-Ns noise and the slightly earlier ‘core collapse’ of the Ng = 10, 000 simulation.

The reader might notice that the behaviour of the stars in the Ns = 500 star-only simulation is somewhat different to that

of the stars in the Ns = 500 simulations with gas. This is an interesting physical (not numerical) effect due to the presence
of gas. We will return to the physics and astrophysical implications of this behaviour in the next paper. For now, however,

we will simply use these simulations to illustrate the convergence of the results for different numbers of gas particles but the
same number of star particles.

3.3 Star-Gas cluster collisions

As a simple qualitative test of the hybrid code’s ability to model more complex star-gas systems, we perform a small suite of
simulations of the head-on impact between two star-gas Plummer spheres. We create two star-gas Plummer spheres following

the procedure described in Section 3.2. We collide the Plummer spheres at a velocity vcoll, such that the collision occurs

either subsonically or supersonically for all gas particles. We also consider Plummer spheres that are gas-dominated, and
star-dominated. We therefore expect strong differences in the behaviour of the gas and stellar dynamics between the subsonic

and supersonic tests, and also between the star and gas-domainted cases.

Each Plummer sphere contains Ng = 5, 000 equal-mass gas particles and Ns = 200 equal-mass star particles and is set-up
in the same way as in Section 3.2. For gas-dominated cases, 90 per cent of the mass is in gas and for star-dominated cases,

90 per cent of the mass is in stars (therefore the relative masses of star and gas particles are different by a factor of ∼ 100



Seren Science...

• Dispersal of molecular clouds via photoionisation

Walch et al. (2012)

6 S. Walch et al.

Figure 2. From top to bottom, the di↵erent rows correspond to D = 2.0, 2.2, 2.4, 2.6 and 2.8. The lefthand column shows column-
density images of the initial fractal clouds, projected onto the (x, y)-plane. The middle two columns show column-density images at
t = 0.66Myr from the simulations with ionising radiation, projected onto the (x, y)- and (x, z)-planes. The righthand column shows
column-density images at t = 0.66Myr from the simulations without ionising radiation. The colour-table on the right gives the logarithm
of column-density in M� pc�2.

c� 2012 RAS, MNRAS 000, 1–??



Seren Science...

• Fragmentation of protostellar discs

Stamatellos et al. (2012)

6 Stamatellos, Whitworth, & Hubber

Figure 1. Evolution of the accretion disc around the primary protostar forming in a collapsing turbulent molecular cloud core. The
colour encodes the logarithm of column density, in g cm−2. The different rows present time sequences from 85 to 91 kyr for different
treatments of the protostellar radiative feedback. Top row (ea0), no radiative feedback: the disc around the primary protostar increases
in mass, becomes gravitationally unstable, and fragments to form 2 low-mass stars and 1 planetary-mass object. Middle row (ea1),
continuous accretion and continuous radiative feedback: the disc grows in mass, but radiative feedback keeps it sufficiently hot so that
it does not fragment. Bottom row (ea2), episodic accretion and episodic radiative feedback: the disc becomes gravitationally unstable
(first column) but the growth of GIs is suppressed by heating due to an accretion burst (second column); however, after this burst the
disc cools again, GIs quickly develop, and eventually the disc fragments; one low-mass star forms in the disc.

tion (Bate et al. 2002; Goodwin et al. 2004a; Attwood et al.
2009; Bate 2009a; Offner et al. 2009).

4.2 Continuous radiative feedback

In this run (ea1; Fig. 1, middle panel) mass accretes con-
tinuously onto the protostar, and gravitational energy is
radiated away according to Eq. 3. Therefore the protostar
continuously heats its environment. The luminosity of the
protostar varies from 10−200 L" (Fig. 2, middle panel). As
in the previous case the disc around the primary protostar
grows in mass (up to ∼ 0.4 M"; see Fig. 3, middle) and ex-
tends in radius (out to ∼ 100 AU). The disc is continuously
heated by the protostar and therefore it is stabilised against
fragmentation, despite its large mass. The temperature at
100 AU remains relatively high at around 50 K at all times
(Fig. 4a, blue line), and the corresponding Toomre param-
eter is always larger than 2 (Fig. 4b, blue line), indicating
a stable disc. There are occasions when the disc becomes
marginally unstable and spiral arms start developing in the

disc; this leads to more material driven inwards in the disc
and eventually onto the protostar, and therefore more en-
ergy is released that heats and stabilises the disc, dampening
any spiral structure. The disc is therefore in a self-regulating
stable state (Lodato & Rice 2004, 2005).

These results agree with the studies of Bate (2009b) &
Offner et al. (2009), which show that when protostellar ra-
diative feedback is included, disc fragmentation is generally
suppressed and fewer low-mass stars and brown dwarfs form.

4.3 Episodic radiative feedback

In this run (ea2; α
MRI

=0.1, Ṁ
BRG

= 10−7 M" yr−1; Fig. 1,
bottom panel) mass accretes onto the protostar episodically
using the model described in detail in Section 3. The mass
flows into the inner disc region and then it accretes onto the
protostar only when the conditions are right for the MRI to
operate. The accretion rate is low (10−7 M" yr−1) when the
MRI is inactive, and high (∼ 10−3 M" yr−1) when the MRI
is active. Therefore, the release of energy from the protostar



• Can be obtained via “git” at:

Obtaining the code

https://github.com/dhubber/seren

https://github.com/dhubber/seren
https://github.com/dhubber/seren


• This talk will be posted online (pdf)

http://www.ita.uni-heidelberg.de/~pcc/hipacc

http://www.ita.uni-heidelberg.de/~pcc/hipacc
http://www.ita.uni-heidelberg.de/~pcc/hipacc


• Seren has several formats for the IC files and snapshots.

• Easiest is simply to use the formatted ascii column 
format (called ‘ascii’ in the code). 

• Can be read in simply with gnuplot / IDL etc.

• I’ve also uploaded an IC generator to hyades

/home/pcc/setpartseren

• A turbulent velocity cubes (1283) can be found in:

/home/pcc/turb_grid_128_cube_nat

IO & ICs



Goal of the week

• To include simple CO chemistry in Seren

• Try a few different simulations (turbulent cloud, colliding 
flows)

• Improve on the code! 

• Better treatment of shielding (Gnedin/Clark/other...)

• Optimise the chemistry (much of it could be tabulated)

• Live dust temperatures?

• Continue your own SPH projects from last week

• Start something new using the features in Seren
Alternatively:



Simulating chemically 
reactive flows in 

astrophysics

Based on a talk given by Simon Glover 
(ZAH/ITA, Heidelberg)

IMPRS Summer School 2012



Why study chemically reactive 
flows?

Stacy, Greif and Bromm  (2010)

n ! 108Y1011 cm"3, rapid reactions release a significant amount
of heat. After some experiments, we found that the chemistry part
becomes numerically unstable with etol ¼ 0:1 and concluded that
setting etol ¼ 0:01 allows stable time integration at n > 107 cm"3.

4. SPHERICAL COLLAPSE TEST

In this section we test our numerical techniques using a spher-
ical collapse problem.We follow the evolution of primordial gas
in a dark matter halo by setting up a gas sphere embedded in an
NFW (Navarro et al. 1997) potential

! rð Þ ¼ !s

r=rsð Þ 1þ r=rsð Þ2
h i ; ð44Þ

where rs and !s are scale radius and density, respectively. The
initial gas density is set to be an isothermal " profile

!g rð Þ ¼ !g;0

1þ r=rsð Þ2
h i3"=2 : ð45Þ

We are interested in the gas evolution after the gas cloud be-
comes self-gravitating, and so details of the initial density profile
do not matter. For simplicity, we set " ¼ 1. The halo mass is set

to be 5 ; 105 M', andwe assume the baryon fraction to be 0.05.We
distribute 4million particles according to equation (45) and evolve
the system.

Figure 3 shows the distribution of gas in a temperature-density
phase plane when the central density is 5 ; 1015 cm"3. In the
figure, characteristic features are marked as regions AYG. The
bottom panel in Figure 3 shows the corresponding molecular
fraction distribution. All of the features are explained as closely
related to the thermal evolution. See the caption for a brief ex-
planation. The overall evolution of the central gas cloud after it
undergoes a runaway collapse is consistent with the spherically
symmetric calculation of ON98.We have checked the radial pro-
files of density, temperature, velocity, andmolecular fraction. These
quantities are quite similar to the late-time evolution of the ON98
calculation until the central gas density reaches!1016 cm"3 (up to
the fourth output in Fig. 1 of ON98).

Previous three-dimensional simulations of primordial gas cloud
formation were hampered by the complexity of calculating line
opacities and the reduction of the resulting cooling rate. Themax-
imum resolution, in terms of gas density, achieved in these sim-
ulations was thus!1010 cm"3, where the assumption of optically
thin cooling breaks down. With the novel technique described in
x 3.3, our simulations can follow the evolution of a primordial gas
cloud to nH ! 1016 cm"3, nearly 6 orders of magnitude greater
than previous three-dimensional calculations reliably probed. To
study the detailed evolution of a protostellar ‘‘seed’’ beyond nH !
1016 cm"3, we would need to implement a fewmore physical pro-
cesses, as explained in x 3.5.

An important quantity we measure is the optically thick line
cooling rate, which serves as a critical check of our numerical
implementation. Figure 4 shows the normalized H2 line cooling
rate against local density. We use an output at the time when the
central density is nc ¼ 1014 cm"3. In the figure, we compare our
simulation results with those from the full radiative transfer
calculations of ON98 (open diamonds). Clearly our method
works very well. The steepening of the slope at n > 1012 cm"3,
owing to the velocity change where infalling gas settles gradu-
ally onto the center, is well reproduced. We emphasize that the
level of agreement shown in Figure 4 can be achieved only if all

Fig. 3.—Top: Gas distribution in the temperature-density phase space in a
spherical collapse problem. The indicated characteristic features are explained as
follows: (A) gas temperature reaches k1000 K by virialization, and hydrogen
molecules are formed by two-body processes; (B) molecular hydrogen cooling
brings the gas temperature down to 200 K; (C) the H2 cooling rate saturates and
becomes close to the density-independent, LTE value; (D) three-body reactions
kick in and the gas becomes fully molecular; (E) the line cooling rate decreases as
the density increases because of the cloud’s opacity; (F) collision-induced emis-
sion becomes a dominant cooling process; and (G) H2 dissociation begins at
T ! 2000 K. Bottom: Molecular fraction fH2

of the gas. The increase in the
fraction at A, D, a plateau at C ! D, and the temporal decrease owing to dis-
sociation at G are clearly seen in this plot.

Fig. 4.—Cooling efficiency defined by f ¼ !thick/!thin. The open squares are
the results from the one-dimensional calculation of ON98.We plot the efficiency as
a function of local density at the time when the central density is n ¼ 1014 cm"3.

FORMATION OF PRIMORDIAL STARS 13No. 1, 2006

Yoshida et al. (2006)



Why study chemically reactive 
flows?

Glover & Clark (2012a) Glover & Clark (2012b)



Governing equations

• The number density ni of a chemical species i evolves 
according to:

• Three processes are acting to change ni:  advection, 
diffusion and chemical reactions (RHS)

• Convenient to write the reaction term in two parts, one 
corresponding to formation (C) and the other to 
destruction (D) 
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Governing equations (II)

• In astrophysical flows, we generally ignore the diffusion 
term, as it is much smaller than the advection term

• Characteristic diffusion length scale is given by: 

Ldiff ∼ (D t)1/2

• The diffusion coefficient D ∼ Lmfp vth, where Lmfp is the 
particle mean free path and vth is the thermal velocity

• In the diffuse ISM (n = 1 cm-3, T = 104K), we find that 
Ldiff ∼ 1011 t1/2 cm (about 1pc in 10 Myr).



Governing equations (III)

• We generally simplify this set of equations using a 
technique called operator splitting

• Instead of solving the full equations, we separate the 
advection and reaction portions separately:

• We are therefore left with a set of advection-reaction 
equations, one for each chemical species



Operator splitting

• Operator splitting the advection and reaction steps has a 
drawback: the introduction of a new source of truncation 
error

• Simplest splitting strategy:

- Evolve advection eq. from t0 to t1

- Using output from advection step, evolve reaction 
network from t0 to t1

- Alternatively, we can invert the order of the steps, 
and solve the reaction substep first, followed by the 
advection substep



Operator splitting (II)

• This scheme is called “first-order splitting”. It introduces a 
local error of O(Δt). 

• We can do better than this with a scheme known as 
“Strang splitting”:

- Evolve reaction network from t0 to t0 + Δt/2

- Evolve advection step from t0 to t1

- Evolve reaction network from t0 + Δt/2 to t1

• This scheme introduces a local error of O(Δt2). 



Operator splitting (III)

• Note that if the reaction network is stiff, then we always 
want to evolve it last in our splitting scheme.

• This is to ensure that rapidly reacting species that should 
be in chemical equilibrium are indeed in equilibrium at 
the end of every timestep



Advection

• In general, we can use the same techniques to advect our 
set of number densities ni that we use to advect the mass 
density ρ

• However, since we must conserve the total quantity of 
each element (hydrogen, helium, carbon etc.), plus the total 
charge, our number densities must also satisfy a set of 
Nelem + 1 constraint equations

• In Eulerian codes, the advection scheme typically does not 
guarantee that these constraint equations remain satisfied



Advection (II)

• We can ensure that the constraint equations are satisfied at the 
end of every advection step by directly adjusting our number 
densities ni

• However, this strategy can be highly diffusive    (see e.g. Plewa & 
Mueller, 1999)

• Plewa & Mueller suggest that one should instead adjust the 
fluxes of the various species to ensure local conservation



Consistent Multi-species 
Advection (CMA)

• Total flux of element a with mass fraction xa :

• Partial fluxes Fi do not, in general, sum to 
total flux Fa

• Hence have to rescale the fluxes by a factor: 



• Advection in SPH is done by moving the particles directly. 

• No need to worry about the advection errors (at least in 
terms of what they are doing to the species conservation).

• Chemical rate equation simply becomes:

In SPH...

• If including the diffusion terms (e.g. Greif et al. 2009), then 
this can in principle become an issue. 

• Also need to consider operator splitting the fluxes from 
the chemistry solve.

dni

dt
= C �Dni



Reactions

• A typical chemical reaction network contains processes 
with a wide range of characteristic timescales

• The resulting rate equations are stiff

• This is a big problem: stiff ODEs can be solved explicitly 
only if very small timesteps are taken



Stiffness and stability

From Lee & Gear, 2007, JACM, 201, 258 

• Consider a system with a set of fast modes that rapidly 
reach equilibrium, and a set of slow modes that control 
the subsequent evolution 

• Away from the equilibrium manifold, we get rapid 
evolution and explicit codes must take small timesteps

• BUT: errors (truncation & roundoff), and advection effects 
will always displace us from the equilibrium manifold



Stiffness and stability (II)

• We can avoid numerical instability by using an implicit 
technique

• One of the simplest possible implicit solvers is the 1st 
order backwards differencing formula (BDF):

ni(t1)� ni(t0)

�t
= C(t1)�D(t1)ni(t1)

ni(t1) =
ni(t0) + C(t1)�t

1 +D(t1)�t



1st order BDF: pros and cons

• Pros:
- Simple
- Fast
- Solutions are certain to remain ≥ 0

• Cons:
- Inaccurate
- No error control



Other solvers

• Higher order BDF (e.g. LSODE, VODE)

• Implicit Runge-Kutta (e.g. SDIRK)

• Rosenbrock (e.g. RODAS)

• For a good overview of different techniques, see 
Sandu et al. (1997a,b)

Can control the accuracy of the solution:



Caution when using high-order solvers

• Discontinuities in the rate equations can produce problems 
when computing the Jacobian.

• Need to ensure the derivatives are continuous: see work by 
Marcus Röllig (2007)

• In high order solvers, the solution is not guaranteed to be 
positive.

• Need to sanity-check the output.

• Require the chemical reaction rates to be in a somewhat 
abstract form -- not ideal for getting to know how something 
works! 



Benefits?

• Adding new reactions to the set is trivial.

• No need to worry about how stiff the new reaction is 
compared to the others.

• Automatically “sub-cycles” to the required timestep

• These subroutines are often highly optimised.

• Many are also still maintained (less common with the older 
F77 routines).

Aside from the accuracy issue:



Performance

• Implicit solvers typically require some form of Newton 
iteration

• Solution of a set of Nsp coupled equations requires the 
inversion of a Nsp × Nsp matrix

• Computational cost scales as Nsp3

• Values Nsp of = 50 - 400 are not uncommon in 
astrochemistry



Improving performance (1): 
exploiting sparseness

• Typically, any given reactant will react with only a small 
subset of the total number of species

• Hence our Nsp × Nsp matrix is sparse

• We can get an easy speedup by using a solver tailored for 
sparse systems

• Typical speedups of a factor of a few

• See Timmes 1999, Nejad 2005 for examples



Improving performance (1I):
dimension reduction

• If our cost is scaling as Nsp3, then we can run faster if we can 
reduce Nsp

• An easy way to do this is by reducing the size of our chemical 
network

• Analysis of our chemical network can identify reactions and/
or reactants that are unimportant and that can safely be 
omitted

• To perform this analysis, we need to understand the region of 
n-T-AV-space in which our models will evolve



Improving performance (1I):
dimension reduction

• The more we know about our application, the less 
conservative we need to be when reducing the kinetics

• Nevertheless, we’re trading computer time for person time

• It would be convenient if we could automatically reduce the 
number of dimensions whenever appropriate without 
requiring human intervention

• This desire prompted the development of a technique called 
Computational Singular Perturbation (CSP)



CSP

• We can express our Nsp rate equations as a vector g in an 
Nsp-dimensional vector space

• By choosing an appropriate set of basis vectors, we can 
transform g so as to decouple rapidly reacting modes from 
slowly reacting modes

• If we then assume that the rapidly reacting modes are in 
equilibrium, then we only need to solve for the time 
evolution of the slowly reacting modes

• We can do this dynamically - i.e. we can recompute our 
decomposition whenever the fluid properties change

• For full details, see Lam (1993)



• This talk will be posted online (pdf)

http://www.ita.uni-heidelberg.de/~pcc/hipacc

http://www.ita.uni-heidelberg.de/~pcc/hipacc
http://www.ita.uni-heidelberg.de/~pcc/hipacc


A few useful references

General references

• Oran, E. & Boris, J., 2000, “Numerical Simulation of Reactive Flow”, 
CUP

• Sportisse, B. 2007, Comput. Geosci., 11, 159 

Implicit ODE solvers

• Hairer, E., Wanner, G., 1996, “Solving Ordinary Differential Equations, 
volume II: Stiff and differential algebraic problems”, Springer Verlag

• Timmes, F.X. 1999, ApJS, 124, 241

• Nejad, 2005, Ap&SS, 299, 1

• Sandu, A., et al., 1997a,  Atmos. Environ, 31, 3151

• Sandu, A., et al., 1997b,  Atmos. Environ, 31, 3459



A few more useful references

Other topics

• Plewa, T. & Müller, E. 1999,  A&A, 342, 179  (CMA)

• Lam, 1993, Comb. Sci. Tech., 89, 375  (CSP)

• Pope, S. 1997, Comb. Theo. Modelling, 1, 41 (ISAT)



Seren download guide

  [pcc@hyades ~]$ git clone https://github.com/dhubber/seren.git

http://dhubber.github.io/seren/seren.htmlWebsite:

If you want to use the chemistry, you need to change to 
the ‘chemistry’ branch:

  [pcc@hyades ~]$ git checkout -b chemistry

  [pcc@hyades ~]$ git pull origin chemistry

https://github.com/dhubber/seren.git
https://github.com/dhubber/seren.git
http://dhubber.github.io/seren/seren.html
http://dhubber.github.io/seren/seren.html


What’s where?

IC files 

example parameter file
describes  what property is in what column



For chemistry

The iterative solver
Interface between seren and chemistry



To switch the chemistry on...

• In Makefile, need to set: 

• CHEMCOOL = 1

• NCHEM = 2 

• Need to add the abundance to the data files:

• Add ‘abundh2’ and ‘abundhp’ to the file 
‘asciicolumns.dat’

• In your initial conditions you will need to set these 
to the starting abundance.
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