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•  Chemical rate equations work in number densities. Often 
convenient to define n as the number density of H nuclei.

Some basic chemistry concepts

• The number density of species A is then related to the 
number density of H nuclei via its abundance, x:

nA = xAn

• So a gas that is full molecular (in hydrogen terms), has:

xH2 = 0.5 



• A+ + BC ➝ AB+ + C             (ion-neutral)

• A + BC ➝ AB + C                (neutral-neutral)

• A+ + e- ➝ A + γ                   (radiative recombination)

• AB+ + e- ➝ A + B                 (dissociative recombination)

• A+ + B ➝ A + B+                  (charge transfer)

• A + B ➝ AB + γ                   (radiative association)

• AB + γ ➝ A + B                   (photodissociation)

• AB + γ ➝ AB+ + e-               (photoionization)

Some basic chemistry concepts



Abundances by number, relative to hydrogen:

Helium  -  0.1

Oxygen -  3.2 × 10-4

Carbon  -  1.4 × 10 -4

Nitrogen - 7.6 × 10 -4

Sulphur  - 1.2 × 10 -5

Silicon    - 1.5 × 10 -5

WNM elemental abundances
(solar)



• In a two-body reaction, we can write the reaction 
rate per unit volume as:

RAB = krec nA nB

• krec is the reaction rate coefficient; nA and  nB are the 
number densities of A and B

• The rate coefficient itself can be written as: 

krec = 〈σ v〉

• σ is the reaction cross-section, v is the relative 
velocity of A and B, and we average over the velocity 
distribution

Reaction rates



• A convenient way to think of the reaction cross-section is as 
a product of the collision cross-section and a reaction 
probability

• Size of the collision cross-section depends on the form of 
the long-range inter-particle potential

• If there is no long-range force between the particles - the 
hard-sphere approximation - then σ roughly 
corresponds to the physical size of the target

Reaction rates



• In this case, σ is independent of velocity, which 
means that:

krec ∝ vtherm ∝ T1/2 μ-1/2

• If there is a long-range force between the particles, 
then σ can be much larger than the actual physical 
size of the system. 

• In this case, σ typically depends on the KE of the 
particles, growing smaller as this increases

• In the extreme case of a Coulomb potential, we have:

krec ∝ T-1/2 μ-1/2

Reaction rates



• Different chemical species photodissociate in different 
ways

• Why is this important? If dissociation through continuum, 
only effective shielding comes from dust. If dissociation 
through discrete lines, self-shielding may be important

• Self-shielding particularly effective in case of H2: 
photodissociation occurs through narrow lines, and we 
(potentially) have lots of H2

• In contrast, CO dissociation occurs via a wide range of 
fairly broad lines and C and O are much less abundant -- 
dust shielding is more effective.

Photodissociation
(AB + photon → A + B)



• Most obvious route is via simple radiative association:

H + H → H2 + photon

• H2 has no dipole moment, and so this route is incredibly slow

• At typical ISM densities it would take longer than the age of 
the Universe to turn even 50% of H into H2.

TextHow does H2 form?



How does H2 form?

• Ion-neutral reactions are more promising:

H + e- → H- + photon

H- + H → H2 + e-

H+ + H → H2+ + photon

H2+ + H → H2 + H+

• Two main problems: 

• Both chains are initiated by radiative association 
reactions. These are typically slow.

• H- & H2+ are fragile -- easily destroyed by the ISRF.



How does H2 form?

• Ion-neutral reactions are more promising:

H + e- → H- + photon

H- + H → H2 + e-

H+ + H → H2+ + photon

H2+ + H → H2 + H+

• Two main problems: 

• Both chains are initiated by radiative association 
reactions. These are typically slow.

• H- & H2+ are fragile -- easily destroyed by the ISRF.



How does H2 form?

• Three body reactions (with other species) provide a means 
by which to remove the excess energy:

H + H + H → H2 + H

H2 + H + H → H2 + H2

• At typical GMC/ISM densities, these reactions are slower than  
the ion-neutral routes.

• Become important only at high T (> 500K) and high densities 
(> 108 cm-3).

• Plays an important role in primordial chemistry.



How does H2 form?

• Formation on dust grains is actually the most effective route 
for forming H2 in the ISM:

H + HS → H2

• For standard MW dust properties, this process yields an H2 
formation rate of around 

RH2 = 3 ×10-18   T-½  f(T, Tdust) n nH

• When T, and Tdust are small, f(T, Tdust) ~1

• H2 formation timescale in the CNM (T ~100K) is therefore 
around ~109 / n years.



• I have put together a simple model of the ISM, based on that 
found in Glover & Mac Low 2007(a). 

• Follows the formation of H2 & H+, and main heating/cooling 
processes.

• The code is a subroutine that can be called for each SPH particle.

• Given the input conditions (rho, u, abundances, etc), the code will 
advance the particle’s properties over the required timestep Δt. 

• Essentially, this is a one-zone algorithm: for a given rho, T, etc it 
gives you the solution over the required Δt).

A simple ISM model



Which reactions are included?

Glover & Mac Low 2007a

Reaction References

1. H + H + grains → H2 + grains

2. H2 + H → 3H

3. H2 + H2 → 2H + H2

4. H2 + photon → 2H

5. H + c.r. → H+ + e-

6. H + e- → H+ + 2e-

7. H+ + e- → H + photon

8. H+ + e- + grain → H + grain

Hollenback & McKee (1979)

Mac Low & Shull (1986) (low density)

Martin et al. (1998) (low density)

Drain  & Bertoldi (1996)

Abel et al. (1997)

Ferland et al. (1992)

Weingartner & Draine (2001)



What about H and e?

• The chemical rate equations also require the abundances of 
neutral hydrogen (H) and the electron fraction... How do we get 
them?

• From conservation laws:

xH = 1� 2xH2 � xH+

xe = xH+ + xC + xSi

• Here xC and xSi are the relative abundances of carbon and silicon in 
the ISM, and we are assuming that they are both singly ionised.

• Remember that in our definition above, a gas that is fully H2 has, 

xH2 = 0.5



Chemical heating/cooling

Glover & Mac Low 2007a

Reaction References
1. H + H + grains → H2 + grains

2. H2 + H → 3H

3. H2 + H2 → 2H + H2

4. H2 + photon → 2H

5. H + c.r. → H+ + e

6. H + e → H+ + 2e

7. H+ + e → H + photon

8. H+ + e + grain → H + grain

Hollenback & McKee (1979)

Mac Low & Shull (1986) (low density)

Martin et al. (1998) (low density)

Black & Dalgarno (1977)

Goldsmith & Langer (1978)

Abel et al. (1997)

Wolfire et al. (2003)

Wolfire et al. (2003)
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Heating and cooling in the ISM

Photoelectric emission from dust grains

UV

e-
e-

e-

• UV radiation from the ISRF (or nearby stars) 
results in photoelectric emission from dust 
grains.

• Depends on the extinction (AV) to the 
radiation source (position in cloud)

• There is also an efficiency factor ε, that 
depends on the electron fraction in the gas.

penetration probability for that line. For a line of sight n, this is
given by

Pp(n) ¼
Z 1

0

!(")e"#(";n) d"; ð38Þ

where !(") is the line profile function for the line in question and
#(", n) is the optical depth at frequency " in the direction n. This
penetration probability is analogous to the more commonly en-
countered escape probability, and this similarity can be fruitfully
exploited. In particular, if the gas has a large monotonic veloc-
ity gradient in the direction n, then the Sobolev approximation
(Sobolev 1957) can be used to computePp(n) given only the local
H2 number density and the magnitude of the velocity gradient. If
the velocity gradient is large in all directions, then we can repeat
this procedure for many lines of sight, and with suitable averaging
can derive a mean penetration probability for the line. Finally, by
repeating this for each of the lines that contribute to the total
photodissociation rate, we can compute the rate itself, using only
local quantities.

There are, however, two major drawbacks to this approach.
First, it can only be relied on to give accurate answers in con-
ditions where the Sobolev approximation applies. This formally
limits the applicability of this method to regions where the ve-
locity gradient is monotonic and where any variations in density,
temperature or H2 abundance occur far more slowly than varia-
tions in velocity. These conditions are not satisfied in turbulent
molecular clouds, and so although the Sobolev approximation
can sometime be fruitfully applied (see, e.g., Ossenkopf 1997),
in general it will not give accurate results. Moreover, in contrast
to our local shielding approximation, we cannot be confident that
we know the sense of the inaccuracy, i.e., whether we produce
too much or too little H2, as this will depend on the physical con-
ditions within a given simulation and may also change over time
within that simulation. Therefore, although this approach avoids
the resolution dependence of our local shielding approximation,
it does so at the cost of producing results that have no clear in-
terpretation, being neither lower nor upper limits. The other ma-
jor drawback to this approach is that it cannot be used to model
dust absorption, as in this case the Sobolev approximation sim-
ply does not apply.

To sum up, our local shielding approximation has the advan-
tages of simplicity and a straightforward interpretation, while our
six-ray shielding approximation will often be more accurate but
has a less clear interpretation. Although neither approximation is
ideal, by comparing and contrasting the results from both, we can
draw important conclusions about the formation timescale of H2

in static and in turbulent gas.

2.3. Heating and Cooling

In order to solve equation (15), we need to calculate !, the net
rate at which the gas gains or loses energy due to radiative and/or
chemical heating and cooling. We can write ! as the sum of a
heating and a cooling term:

! ¼ !cool " "heat: ð39Þ

As discussed in x 2.2, a number of different processes contribute
to !cool. At high temperatures (T k 8000 K), much of the cool-
ing is provided by excitation of the resonance lines of hydrogen,
helium, or heavier elements. To treat cooling in this temperature
range, we adopted a tabulated cooling function from Sutherland
&Dopita (1993): specifically, the cooling function listed inTable 10
of their paper, which assumes ½Fe/H& ¼ "0:5. Significant cool-

ing also comes from the recombination of electrons with small
dust grains and PAHs. We incorporate this using a cooling rate
taken fromWolfire et al. (2003) based on an original formulation
by Bakes & Tielens (1994):

!rec ¼ 4:65 ; 10"30!pahT
0:94 $nen ergs cm"3 s"1; ð40Þ

where $ ¼ 0:74/T 0:068;  is given by

 ¼ %eAT
1=2

ne!pah
; ð41Þ

where %eA ¼ e"2:5AV% represents the strength of the UV back-
ground in the gas after dust shielding is taken into account (see
Bergin et al. 2004), and where !pah is an adjustable parameter
introduced by Wolfire et al. (2003) to make the heating rate con-
sistent with the values of the electron attachment and electron
recombination rates that are inferred observationally for PAHs;
the original Bakes & Tielens treatment corresponds to !pah ¼ 1.
At lower temperatures, the contribution of these coolants be-

comes negligible, and cooling by C ii and O i fine-structure lines
dominates. To compute the cooling from C ii, we used atomic
data from Silva & Viegas (2002) together with collisional de-
excitation rates from Flower & Launay (1977) for collisions with
H2, fromHollenbach &McKee (1989) for collisions with atomic
hydrogen at T < 2000 K, from Keenan et al. (1986) for colli-
sions with atomic hydrogen at T > 2000 K, and from Wilson
& Bell (2002) for collisions with electrons.
For O i fine-structure cooling, we used atomic data from Silva

& Viegas (2002) together with collisional rates provided by
D. Flower (2001, private communication) for collisions with H
and H2, as well as rates from Bell et al. (1998) for collisions with
electrons and Pequignot (1990, 1996) for collisions with protons.
In addition to cooling from C ii and O i, we also included con-

tributions from Si ii fine-structure line emission—which can be
more effective than C ii cooling if the temperature and density are
both large—and from the rotational and vibrational lines of H2.
To compute the Si ii cooling rate, we again used atomic data

from Silva & Viegas (2002) and collisional rates from Roueff
(1990) for collisions with atomic hydrogen and from Dufton &
Kingston (1991) for collisions with electrons. De-excitation rate
coefficients for collisions between Si ii and H2 were unavailable,
and so were arbitrarily set to 0; however, this is unlikely to in-
troduce a significant error into the computed cooling rate in our
simulations as gas with a significant molecular fraction is typi-
cally far too cold for Si ii cooling to be effective (see, e.g., x 5.4).
For cooling due to H2, we use the cooling function from Le

Bourlot et al. (1999), which we have extended to temperatures
below 100 K by assuming that only the J ¼ 2 ! 0 and J ¼
3 ! 1 transitions contribute significantly to the cooling rate. For
simplicity, we also fix the ortho:para ratio at 3:1. However, vari-
ations in this ratio are unlikely to significantly affect the H2 cool-
ing rate at temperatures at which it contributes significantly to the
total cooling rate (see, e.g., Fig. 5 in Le Bourlot et al. 1999).
In each case, we assumed that cooling occurs in the optically

thin limit. This is a reasonable assumption in diffuse gas but breaks
down in dense, high column density cores. However, in these con-
ditions of high density and high optical depth,wewould expect all
of the hydrogen to already be inmolecular form (and indeedmuch
of the carbon and oxygen to be in the form of CO, rather than C ii
and O i as assumed here), and so errors in the gas temperature in
these dense cores are unlikely to have any significant effect on our
results.
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In addition to these processes, we also include the effects of
collisional transfer of energy between gas and dust, following the
prescription of Hollenbach & McKee (1989). This acts to cool
the gas whenever Tgas > Tdust and to heat it when Tdust > Tgas.
However, this is not an important process at the gas densities
studied here, although it does become increasingly important
in higher density gas.

Finally, we also allow for the effects of cooling due to the col-
lisional dissociation of H2 and collisional ionization of H, al-
though in practice neither process is of much importance in our
simulations.

As far as heating is concerned, the most important contribu-
tion to !heat comes from the heating produced by photoelectric
emission from UV-irradiated dust grains and PAHs. Following
Bakes & Tielens (1994) and Wolfire et al. (2003) we write the
photoelectric heating rate as

!pe ¼ 1:3 ; 10"24n!"eA ergs s"1 cm"3; ð42Þ

where ! is the heating efficiency, given by

! ¼ 4:9 ; 10"2

1þ 4:0 ; 10"3 0:73
þ 3:7 ; 10"2 T=104ð Þ0:7

1þ 2:0 ; 10"4 
; ð43Þ

with  as given by equation (41) above.
Additional contributions to !heat come from several other

processes:

1. Photodissociation of H2 by far-ultraviolet (FUV) radia-
tion.—Following Black &Dalgarno (1977) we assume that each
photodissociation deposits 0.4 eVof heat into the gas, giving us a
heating rate

!ph ¼ 6:4 ; 10"13kphnH2
ergs s"1 cm"3; ð44Þ

where kph is given by equation (31) above.
2. Excitation of H2 by FUV radiation.—As well as dissoci-

ating some of the H2, the FUV radiation also produces vibration-
ally excited H2 via radiative pumping. At high densities, this leads
to heating of the gas, as most of the excited molecules undergo
collisional de-excitation.We adopt a radiative pumping rate that is
8.5 times larger than the photodissociation rate (Draine&Bertoldi
1996) and assume that each excitation transfers an average of
2(1þ ncr /n)

"1 eV to the gas (Burton et al. 1990), where ncr is the
critical density at which collisional de-excitation of vibrationally
excited H2 occurs at the same rate as radiative de-excitation. As
previously noted, our value for ncr is a weighted harmonic mean
of the value for H2-H collisions given by Lepp& Shull (1983) and
the value for H2-H2 collisions given by Shapiro & Kang (1987).

3. H2 formation on dust grains.—The formation of an H2

molecule from twohydrogen atoms releases approximately 4.5 eV
of energy. In all likelihood, some fraction of this energy will go
into the rotational and vibrational excitation of the newly formed
H2 molecule, with the remainder going into the translational en-
ergy of the molecule or into heating the grain (Duley &Williams
1993). The fraction of the total energy going into rotational and
vibrational excitation remains a subject of investigation (see,
e.g., Roser et al. 2003), but in our simulations we assume that this
fraction is close to 1. As with FUV pumping, most of this energy
will be lost through radiative de-excitation of the H2 molecule
if nTncr but will be converted to heat if n3ncr. We therefore
adopt an H2 formation heating rate of

!H2
¼ 7:2 ; 10"12 RH2

(1þ ncr=n)
ergs s"1 cm"3; ð45Þ

where RH2
is the rate of H2 formation on dust grains and ncr is

the critical density, calculated as described above.
4. Cosmic ray ionization.—Following Goldsmith & Langer

(1978) we assume that each ionization deposits 20 eVof energy
into the gas, which gives us a heating rate

!cr ¼ 3:2 ; 10"28 #

10"17 s"1

! "
n ergs s"1 cm"3: ð46Þ

We do not include the effects of heating by soft X-rays, as this
is of little importance compared to photoelectric heating in low-
density gas and is negligible in high-density, optically thick gas.
Other potential heat sources, such as the photoionization of car-
bon or silicon by the UV background, are also insignificant and
can be neglected.

A full list of all of the thermal processes included in our model
can be found in Table 2.

3. TESTS

Tests of the hydrodynamical and MHD algorithms used in
ZEUS are presented in Stone & Norman (1992a, 1992b) and
Hawley & Stone (1995) and therefore are not discussed here.
Some potential problems relating to the treatment of rarefaction
waves and adiabatic MHD shocks in ZEUS have been pointed
out by Falle (2002) but we do not anticipate that these problems
will invalidate the results presented in this paper. In the case of
the rarefaction errors, our confidence that they will not signifi-
cantly affect our results rests on the fact that most of the relevant
chemistry for H2 formation occurs in regions of compression,
while regions of rarefaction are relatively inactive, and so errors
in the treatment of the latter will have very little effect. As for the
shock errors, these vanish if an isothermal equation of state is
used (Falle 2002), and since the effective equation of state in our
simulations is much closer to the isothermal case than the adia-
batic case (see x 5.4 below), it is reasonable to expect that any
errors will be small.

However, it is necessary to ensure that our modifications to the
basic ZEUS code operate as intended. To verify the modified
code, we have performed tests of the advection of the species
mass densities in nonreacting flows (discussed in x 3.1 below)
and of the solution of the chemistry and cooling substep in static
gas (discussed in x 3.2).

3.1. Advection Tests

In nonreacting flow, equation (7) reduces to

D$i
Dt

¼ "$i: = v; ð47Þ

and so the species mass densities should be advected in precisely
the same manner as the physical density of the gas. To verify that
this is indeed the case, we performed a series of tests of the ad-
vection algorithm. Our test suite was based on the advection tests
used by Stone & Norman (1992a) to validate the advection algo-
rithms used in ZEUS-2D, a predecessor of the current ZEUS-MP
code. These tests include the advection of a square pulse of high-
density material by a uniform flow, the classic Sod shock tube
test (Sod 1978), and various tests taken fromColella&Woodward
(1984) that involve the interaction of strong shocks. To use these
test problems to verify that our speciesmass densities are advected
correctly, wemodified them to include two extra field variables,$1
and $2, representing arbitrary chemical species, both of which
evolve according to equation (7). Since we wished to simulate
nonreacting flow, the chemical creation and destruction terms for
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Bakes & Tielens (1994)
Wolfire et al. (2003)



How to treat the shielding?
• Reaction 4 in our network follows the destruction of H2 by 

Lyman-Werner photons (11.5 to 13.6 eV). 

• Also important for the photoelectric emission heating.

• Need to know the flux of these photons passing through our cell/
particle.

• Depends on the column density of H2  and dust between the 
source (the ISRF -- normally that of Draine 1978) and the cell. 

• How to estimate? 

• Simple prescription is currently implemented:

N = n L



Heating and cooling in the ISM
Cooling 

• Upwards of around 8000 K, the cooling is dominated by atomic 
resonance lines -- in this simple model, we are only considering 
Lyman alpha cooling (HI electronic excitation cooling). Others 
also contribute. A tabulated function is available from Sutherland 
& Dopita (1993).

• Cooling by CII and OI dominate at lower temperatures. CII tends 
to dominate so in our simple model, we only include it.

• In gas at high densities (n ~ 105 cm-3), gas→grain energy transfer 
dominates. Use prescription from Hollenbach & McKee (1989):

The Astrophysical Journal Letters, 729:L3 (5pp), 2011 March 1 Dopcke et al.

Dust-cooling models predict a much lower critical metal-
licity (Zcrit ≈ 10−5 Z#). The conditions for fragmentation in
the low-metallicity dust-cooling model are predicted to occur
in high-density gas, where the distances between the fragments
can be very small (Omukai 2000; Omukai et al. 2005; Schneider
et al. 2002, 2006; Schneider & Omukai 2010). In this regime,
interactions between fragments will be common, and analytic
models of fragmentation are unable to predict the mass dis-
tribution of the fragments. A full three-dimensional treatment,
following the fragments, is needed.

Initial attempts were made by Tsuribe & Omukai (2006,
2008) and Clark et al. (2008). However, these treatments
used a tabulated equation of state, based on results from
previous one-zone chemical models (Omukai et al. 2005), to
determine the thermal energy. This approximation assumes that
the gas temperature adjusts instantaneously to a new equilibrium
temperature whenever the density changes and hence ignores
thermal inertia effects. This may yield too much fragmentation.

In this work, we improve upon these previous treatments by
solving the full thermal energy equation and calculating the
dust temperature through the energy equilibrium equation. We
assume currently that the only significant external heat source
is the cosmic microwave background (CMB) and include its
effects in the calculation of the dust temperature.

2. SIMULATIONS

2.1. Numerical Method

We model the collapse of a low-metallicity gas cloud using
a modified version of the Gadget 2 (Springel 2005) smoothed
particle hydrodynamics (SPH) code. To enable us to continue
our simulation beyond the formation of the first very high
density protostellar core, we use a sink particle approach (Bate
et al. 1995), based on the implementation of Jappsen et al.
(2005). Sink particles are created once the SPH particles are
bound, collapsing, and within an accretion radius, hacc, which
is taken to be 1.0 AU. The threshold number density for sink
particle creation is 5.0×1013 cm−3. At the threshold density, the
Jeans length at the minimum temperature reached by the gas is
approximately 1 AU, while at higher densities the gas becomes
optically thick and begins to heat up. Further fragmentation on
scales smaller than the sink particle scale is therefore unlikely
to occur. For further discussion, see Clark et al. (2011).

To treat the chemistry and thermal balance of the gas, we
use the same approach as in Clark et al. (2011) with two
additions: the inclusion of the effects of dust cooling, as
described below, and the formation of H2 on the surface of
dust grains (see Hollenbach & McKee 1979). The Clark et al.
(2011) chemical network and cooling function were designed
for treating primordial gas and do not include the chemistry
of metals such as carbon or oxygen, or the effects of cooling
from these atoms, or molecules containing them such as CO
or H2O. We justify this approximation by noting that previous
studies of very low metallicity gas (e.g., Omukai et al. 2005,
2010) find that gas-phase metals have little influence on the
thermal state of the gas. Omukai et al. (2010) showed that H2O
and OH are efficient coolants at 108 cm−3 < n < 1010 cm−3

for their one-zone model. In their hydrodynamical calculations,
however, the collapse is faster, and the effect of H2O and OH
is not perceptible. Therefore, we do not expect oxygen-bearing
molecules to have a big effect on the thermal evolution of the
gas. For the metallicities and dust-to-gas ratios considered in
this study, the dominant sources of cooling are the standard

primordial coolants (H2 bound–bound emission and collision-
induced emission) and energy transfer from the gas to the dust.

2.1.1. Dust Cooling

Collisions between gas particles and dust grains can transfer
energy from the gas to the dust (if the gas temperature T is
greater than the dust temperature Tgr) or from the dust to the gas
(if Tgr > T ). The rate at which energy is transferred from the
gas to the dust is given by (Hollenbach & McKee 1979)

Λgr = ngrnσ̄grvpf (2kT − 2kTgr) erg s−1 cm−3, (2)

where ngr is the number density of dust grains, n is the number
density of hydrogen nuclei, σ̄gr is the mean dust grain cross
section, vp is the thermal speed of the proton, and f is a factor
accounting for the contribution of species other than protons,
as well as for charge and accommodation effects. We assume
that σ̄gr is the same as for Milky Way dust and that the number
density of dust grains is a factor Z/Z# smaller than the Milky
Way value. To compute the rate at which the dust grains radiate
away energy, we use the approximation (Stamatellos et al. 2007):

Λrad = 4σsbngr

(
T 4

gr − T 4
cmb

)

Σ2κR + κ−1
P

, (3)

where Tcmb is the CMB temperature, σsb is the Stefan–
Boltzmann constant, κP and κR are the Planck and Rosseland
mean opacities, respectively, and Σ is the column density of gas
measured along a radial ray from the particle to the edge of the
cloud.

As explained by Stamatellos et al. (2007), this expression
has the correct behavior in the optically thin and optically thick
limits, and interpolates between these two limits in a smooth
fashion. In practice, we approximate further by assuming that
the Planck and Rosseland mean opacities are equal and by
using the fact that Σ ∼ ρLJ for a gravitationally collapsing
gas, where ρ is the mass density of the gas and LJ is the Jeans
length, given by LJ = (πc2

s /Gρ)1/2, where cs is the speed of
sound in the gas. By approximating Σ in this fashion, we avoid
the computational difficulties involved with measuring column
densities directly in the simulation, while still following the
behavior of the gas reasonably accurately in the optically thick
regime. In any case, most of the interesting behavior that we
find in our simulations occurs while dust cooling remains in the
optically thin regime. To compute the temperature of the dust
grains, we assume that the dust is in thermal equilibrium and
hence solve the equilibrium equation

Λgr − Λrad = 0. (4)

This equation is transcendental, so we solve it numerically.

2.1.2. Dust Opacity

We follow the dust opacity model of Goldsmith (2001) and
calculate the opacity as a function of the dust temperature in the
same fashion as in Banerjee et al. (2006). To convert from the
frequency-dependent opacity given in Goldsmith (2001) to our
desired temperature-dependent mean opacity, we assume that
for dust with temperature Tgr, the dominant contribution to the
mean opacity comes from frequencies close to a frequency ν̄
that is given by hν̄ = αkTgr, where α = 2.70. At a reference
temperature T0 = 6.75 K, this procedure yields an opacity

κ(T0) = 3.3 × 10−26α(n/2ρgas)
= 2.664 × 10−2/(1 + 4[He]),

(5)
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The equations

nH2(t1) =
nH2(t0) + CH2(t1)�t

1 +DH2(t1)�t

nH+(t1) =
nH+(t0) + CH+(t1)�t

1 +DH+(t1)�t

e1 = e0 + [�chem + �ISM + ⇤chem + ⇤ISM]�t

H2 abundance:

H+ abundance:

The energy (density):



Treating the energy

e1 = e0 + [�chem + �ISM + ⇤chem + ⇤ISM]�t

I) Operator split the energy. Evolve pdV and shocks in the code, and 
pass the updated e to the chemistry iterator to use as e0 in

ii) Pass the heating/cooling rates from the SPH code into the 
chemistry iterator and solve them with the ISM and chemistry 
heating/cooling rates:

e
1

= e
0

+ [�
chem

+ �
ISM

+ ⇤
chem

+ ⇤
ISM

+ �
pdV

+ �
shock

]�t

Two options:

• Pass the heating/cooling rates from the SPH code into the 
chemistry iterator and solve them with the ISM and chemistry 
heating/cooling rates:



How to solve?
(Jacobi iteration)

• Our equations have t1 on both sides, so we need to iterate.

• Simplest way to proceed is to use the Jacobi method.  

• Can be summarised as follows:

(i) Compute the new H2 abundance using the values at t0

(ii) Compute the new H+ abundance using the values at t0

(iii) Compute the new energy using the values at t0

(iv) Update H and e- abundances

(v) Now go back to (i) using the new values of H2, H+, H and e-, and T



How to solve?
(Gauss-Seidel iteration)

• Better, is the Gauss-Seidel method:

(i) Compute the t1 H2 abundance using the values at t0

(ii) Update H and e- abundances

(iii) Compute the t1 H+ abundance using the new H2, H and e-

(iv) Update H and e- abundances

(v) Compute the t1 energy using the new values of H2, H+, H and e-

(vi) Update T

(vii) Now go back to (i) using the new values of H2, H+, H and e- 



Sub-cycling

• During the timestep (Δt), the iteration may fail in a number of 
ways:

• The chemical abundances fail to converge!

• The chemical abundances want to change too rapidly over 
timestep Δt (i.e. greater than some pre-allowed tolerance).

• The energy may want to change too much over Δt

• The energy may go negative

• Simplest option is to reduce the timestep for the iteration, and 
try again.

• But main the SPH code wants the chemistry/thermodynamics 
updated over Δt for this particle.

• This is where sub-cycling comes in: keep calling the BD solver 
until the step Δt is complete.



Controlling the stepsize

• Particles are on different timesteps, which depend on what’s happening 
to it.

• Ideally, we’d like to take the cooling time into consideration, to stop the 
code creating cold spots.

• Constrain particle’s timestep to be some fraction of the “cooling time”:

• But what happens first time step? Does the code just cool/heat as much 
as it wants?

• Probably this is OK (equivalent to starting with a new equilibrium), but 
might not be good when stopping and starting the code.

• Safer is to call the chemistry for every particle at the beginning of the 
simulation to find the de/dt, to get the cooling time (not implemented!).

�t = Ce
e

de/dt



Introduce the subroutines!

• do_chemcool_step.F90 :

• Evolves the chemical abundances and energy for SPH particle 
over timestep Δt. Controls the sub-cycling of the iteration.

• solve_chem_timestep.F90 :

• The iterative solver for the chemistry and the ISM heating/
cooling.

• chemical_rate_coeff.F90:

• Stores the reaction rate coefficients (with the exception of 
the cosmic-ray ionisation rate, since it requires no functional 
form).

In src/chemcool/



Introduce the subroutines!

• ism_heat_cool_rate.F90 :

• The heating and cooling from non-chemical sources (line 
cooling, PE heating, gas-dust cooling).

• compute_stim.F90 :

• Computes the simulated emission for a level, given a 
background radiation temperature.

• chemistry_constants.F90:

• Holds the various constants needed by the chemical model, 
such as metallicity, gas-to-dust ratio, as well as tolerances for 
the iteration scheme.

In src/chemcool/



Where the chemistry appears...

• Integration scheme (currently on the KDK leapfrog):

• File: src/advance/advance_leapfrog_kdk.F90

• Also need to modify the timestep control:

• File: src/timestep/timestep_size.F90

• EOS and pressure calculations, etc:

• Files: i)  src/sph/thermal.F90

        ii) src/sph/thermal_properties.F90

• And also in the header file (need to add the abundances to the 
SPH particle structure).



Science with this setup?
• Similar in terms of included physics to the model by Dobbs et al. 

(2008):
4 C. L. Dobbs, S. C. O Glover, P. C. Clark, R. S. Klessen

Model Σ lph No. particles Mpart

(M! pc−2 ) (pc) (M!)

1 4 35 8 ×106 125
2 10 35 8 ×106 312
3 20 35 8 ×106 625
4 10 15 8 ×106 312
5 10 100 8 ×106 312
6 10 35 1 ×106 2500
7 10 35 4 ×106 625

Table 1. Table listing, for each simulation, the surface density,
photodissociation length scale (lph), the number of particles and
the particle mass (Mpart).

from CO. This simplification means that the temperature
of the dense, highly molecular gas in our simulations will
not be computed entirely correctly. However, at the densi-
ties probed by our current simulations, the errors involved
should be small, since C+ cooling is comparable in effective-
ness to CO cooling, as the significant quantities of cold gas
produced in our simulations readily demonstrate (see e.g.
section 3.1.1; see also Glover & Jappsen 2007). Moreover,
we would expect the dynamics of this cold, dense compo-
nent to be dominated by turbulent motions, rendering its
precise temperature of limited importance.

3 RESULTS

Details of the different calculations performed are shown in
Table 1. We adopt 3 different surface densities, since the
degree of collisional cooling in the disc is expected to de-
pend predominantly on the density. As described in Sec-
tion 2.3.1, three different length scales are used to calculate
the photodissociation rate, which determines the molecular
gas abundance. The next sections describe the structure of
the disc for the different surface densities, and the resulting
thermal distributions. The evolution of H2 is discussed in
Section 3.2, including the amount of gas in the disc which
becomes molecular and the timescales for H2 formation. For
the simulations in the main part of the paper, we use 8
million particles, but we also performed simulations with 1
and 4 million particles to investigate the dependence of our
results on resolution (see Appendix).

3.1 Structure of the disc

The galactic disc is shown for the different surface densi-
ties in Figs 1 and 2. In all cases, the disc exhibits a large
degree of substructure. The morphology of the disc is sim-
ilar to that seen in previous isothermal calculations of cold
gas (Dobbs & Bonnell 2006). This is because, as will be dis-
cussed in Section 3.1.1, a substantial amount of cold gas is
formed in all of these calculations, and dense features such
as clumps and spurs are produced in the cold gas.

Figure 1 shows the structure of the disc for our standard
model, with Σ = 10 M! pc−2 and lph = 35 pc, at 3 times
during the evolution of the disc. At the earlest time, there is
not substantial substructure, but small spurs are beginning
to emerge from the spiral arm (the transition between gas
that has passed through a strong shock and gas which has

Figure 1. The evolution of the galactic disc is shown for the
standard case, where Σ = 10 M! pc−2 and lph = 35 pc. The
disc contains a substantial degree of substructure, in agreement
with previous isothermal calculations (Dobbs & Bonnell 2006).
Gas cools and becomes dense in the spiral arms, leading to the
agglomeration of clumps into larger structures which shear off the
spiral arms to become spurs (lower panels).

not is evident: up to a radius of between 7 and 8 kpc, all
the material has passed through at least one shock). At this
stage, there is cold gas in the spiral arms, but little sub-
structure has yet developed. By 240 Myr, the structure in
the disc is very similar to previous isothermal calculations
(Dobbs & Bonnell 2006), with spurs extending into the in-
terarm regions. The spiral shock causes the cold gas in the
spiral arms to clump together (Dobbs et al. 2006; Dobbs
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non-isothermal 3D simulations of flocculent spirals include
Tasker & Bryan (2008) and Robertson & Kravtsov (2008),
but they adopt minimum temperatures of 300 and 100 K
respectively, and so cannot properly address this question.

3.1.2 Spatial distribution of warm and cold gas

Figure 6 displays cross sections of the temperature for a
section of disc (with z = 0), for the 3 different surface den-
sities. Evidently there is much more cold gas at higher sur-
face densities (lower panels), which is situated in the spiral
arms and the interarm clumps. The warm gas is only visi-
ble between the cold clumps, although it is fairly ubiquitous
across the disc. Essentially the warm gas behaves indepen-
dently of the cold, and from particle plots, the warm phase
appears to shock earlier than the cold gas, as seen in Fig. 2
of Dobbs & Bonnell (2007).

The scale height of the warm gas is much larger than
the cold (Fig. 7), with warm gas extending to 400 pc or so
above the plane of the disc. The cold gas is confined within
100 pc of the plane. It is also apparent from Figs 6 and 7
that the volume of cold gas (especially below 100 K) is much
smaller compared to the percentage of cold gas by mass.

3.2 Evolution of molecular hydrogen

The remaining part of this paper discusses the formation
and evolution of molecular hydrogen. The total amount of
H2 in the disc is compared for the different surface densities
and assumed photodissociation scale lengths in this section.
The evolution of molecular hydrogen is also considered in
Sections 3.2.3 and 3.2.4, in context with the other variables
in the simulation, i.e. density, temperature, as well as the
passage of gas through a spiral shock. We present many of
the results in this section in terms of the H2 fraction, which
we define as fH2

= 2n(H2)/(n(H) + 2n(H2)).
The time evolution of the percentage of H2 in the disc

for the different simulations is shown in Fig. 8. As expected,
the amount of H2 increases with surface density, and the
scale length for the photodissociation, lph which determines
the H2 column density. From Fig. 8, the percentage of H2

scales approximately linearly with the surface density. This
same dependence on surface density was also found in pre-
vious isothermal calculations (Dobbs et al. 2006). From the
lower panel comparing lph we see that a higher estimate
of N(H2) increases the self-shielding of the molecular gas
(Eq. 3) and thus allows more H2 to survive. However, the
dependence of the mean molecular fraction on lph is rela-
tively weak: an increase in lph of almost a factor of seven
increases the mean molecular fraction by no more than a
factor of two. As realistic values of lph lie within the range
15 < lph < 100 pc, this demonstrates that the uncertainty
introduced by our simplified treatment of H2 self-shielding
is unlikely to be very large.

The fraction of H2 is seen to peak after around 180 Myr,
corresponding to about 2 spiral arm passages (for gas at the
midpoint of the disc). The amount of H2 then levels out at
approximately 7, 20 and 38 % for the 4, 10 and 20 M! pc−2

surface density discs respectively. For comparison, at the so-
lar radius, the surface density of H2 from models of the ISM
is thought to be 1 – 2 M! pc−2, whilst the total surface den-
sity is ∼ 10 M! pc−2 (including He) (Wolfire et al. 2003).

Figure 6. A cross section (where z = 0) of the temperature is
displayed for a section of the disc for the 4 (top), 10 (middle) and
20 (lower) M! pc−2 surface density discs. There is more cold gas,
< 100 K, in the higher surface density calculations.

Figure 7. A cross section showing the temperature in the zx

plane (y = 0) for a section of the disc. The two areas with cold
gas (dark blue) on the left and right represent the spiral arms.



Good test case?

• Possible test setup is a low-density turbulent box

• Try setting T0 = 7000 K; n = 1 cm-3; mass = 1×105 M⦿

• Start with H2 and H+ abundances of 0 and ~ 0.001 respectively.

• Maybe use 1,000,000 SPH particles to start with.

• Best to use all 16 cores in the node ;-)

Test problem 1



Good test case?

• Could also try to set up 2 colliding clouds.

• Create two turbulent spheres (with EK ~ 0.5EG)

• Masses of around 1×105 M⦿

• You will need the external pressure term.

• Collide with 10-20 km/s. 

Test problem 2


